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Outline ®

General remarks on WP CD activities

A select set of highlights and developments from
» IMASIfication activities
« Exploitation activities
* Development

Not a complete review — not possible due to time
constraints
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HEES * Make data-structure (IMAS / IDS) and workflows
'—;; H developed by WPCD available to USERS in

1 & is EUROfusion for routine analysis and modelling across
: ué EUROfusion programs / laboratories

 Demonstrate the added value of using the Integrated
Modeling (WPCD) tools by supporting their use in JET
/MST for delivering new scientific results

WPCD workflows as tools for USERS and not exclusively for developers
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Aims, achievements and legacy ®)

AIMS

* Bring data to users: Implementing and supporting access methodologies
for EUROfusion devices (Machine descriptions, data mappings and access)

* Bring tools to users: Deployment of workflows and data analysis tools
* Bring skills to users: User support, training and documentation and

* Bring feedback from users: New requirements, updates and bugfixes
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Aims, achievements and legacy ®)

AIMS
* Bring data to users: Implementing and supporting access methodologies
for EUROfusion devices (Machine descriptions, data mappings and access)

* Bring tools to users: Deployment of workflows and data analysis tools
* Bring skills to users: User support, training and documentation and

* Bring feedback from users: New requirements, updates and bugfixes

Are we (ITER)
suffiently well

Innovation Evolution Deployment

| _ Diffusi A ; resourced and

nvention | u5|on. ccep a.nce structured for this?
(production) Production
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Aims, achievements and legacy @)

* Bring data to users: Implementing and supporting access
methodologies for EUROfusion devices (Machine descriptions, data
mappings and access)

* UDA (In principle available but yet to be fully established as a
general tool )

* Bespoke toolset used to map data from experiments.
e Exp2itm, Trview (for AUG data), readAUG, IMASgo! (Omfit plugin), TCV2IDS,...

E

A
r T 1
WEST JET AUG MAST
mappings mappings mappings mappings

ITER could be an incubator for the IMAS/UDA paradigm.

In general, little interest from experiments otherwise to

p
Mol 2| E¥] 751 0| s/l
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engage.
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Data available in IMAS form i,/, )
IDS Name JET TCV AUG MAST WEST S SeSe
Diata not relevant for this machine
il‘ﬂ'ﬂ_ﬂﬂ e Diata is missing
Data mapping in developrnent
mﬂg HEEES Diata svailable
mea Diata validated as input of EWE-2 and EWE-2 warkflows
pf_active
- - Initial experimental input datasets

provided for “all” EUROfusion machines
- - Iterative process with workflow owners
wall to test / extend the datasets as required
- Alternates to UDA to process native data

and map them in IMAS/IDS have been

thomson_scattering

core_profiles

equilibrium .
developed to target specific workflows:

nbi
. - TRVIEW
ic_antennnas

- IMASgo
ec_antennnas - TCV2IDS
core_sources - ReadAUG-
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Data available in IMAS form )

TRVIEW (AUG)updates and features:

iron_core

magnetics

- New Gaussian spline method

mse

- Toroidal velocity profiles have been made

pf_active

available (there was a bug before)

if

- Zeff time traces made reliably written

thomson_scattering

- Map full equilibrium to IMAS, including
COCOS recognition and conversion

wall

- Main species recognition

core_profiles

- Added RABBIT input

equilibrium

nbi

- Added angular frequency as option
instead of vtor (user's choice)

ic_antennnas

ec_antennnas

Usable also on AUG reversed Ip/Bt shots

core_sources

TRVIEW is also used for ASTRA and TRANSP
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Data available in IMAS form (f;‘)
iron_core

- OMFIT plugin for ETS level input data

magnetics
- Used for MAST, JET, DIlI-D and K-Star data
i preparation
pf_active
if IMAS/UDA (magnetics data for EWE-2).

thomson_scattering

- MSE and Thomson-Scattering data

- available for both JET and MAST.

cose_profes - Interferometry made available MAST UDA
equilibrium - JET plugin development (allowing private
Y PPF instances not only public).

- This was useful for e.g. MSE data at
JET which is processed manually by

i S individuals outside of the standard

core_sources Plasma Reconstruction Chain.

- Data for existing EFIT Equilibria is available

e for both JET and MAST.

S - NBI mappings are in progress for MAST but

WEST data is native IMAS and available through UDA are not yet available. CD-10 meeting
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Data available in IMAS form

IDS Name JET TCV AUG MAST WEST

core_profiles

equilibrium

nbi

ic_antennnas

ec_antennnas

core_sources

TCV2IDS

iron_core

i Updated data mappings required by the
S equilibrium reconstruction and stability
mse workflows:
pf_active - magnetics
- - pf_active

- tf,

thomson_scattering _ wall
wall - equilibrium

core_profiles
thomson_scattering (new IDS)

Data required for ETS simulations has also
been added:

ec_launchers
nbi,
summary ids.

These 10 IDSs are the present default set for tcv2ids2
database, working on both the gateway and ITER-IO.
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Aims, achievements and legacy (@)

* Bring tools to users: Deployment of workflows and data analysis tools

* ETS (5-26), EQRECONSTRUCT, EQSTABIL, (EDGETURB) [EWE-2 and EWE-3]

* Full ecology for interpretative/predictive analysis

* Multiple interfaces: autoGui, (front end Gui), Canvas (Kepler layer) , ETSviz+other

scripts,
- European Transport Simulator - FRR Reconstraction
Start up + ""’" loop +_ - Finalizing

- . . - -

ETS6 Convergence Loop

ECLA R Thanss ot ] ST D TaBALE Fedes EATENS toct CONERCENCT

CHEASE TCl: NTM GRAY, TORBEAM PENN CEC
GKMHD EDWM Sawteeth CYRANO, LION SOLPSZ1
HELENA TGLF StixReDist, FoPla
QLK, PION
(QLK-NN) BENBI, NEMO
WEILAND RISK, SPOT
GLF23 ASCOT, NBISIM
MMM AFSI, Fusion
NCLASS Analytical, Runafluid
NEO Imnpurity
ANALYTICAL
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Enabling the exploitation of the equilibrium P\
reconstruction and stability workflow =2

Workflow uses data from arbitrary tokamak devices

and accommodates “arbitrary” plasma equilibrium

Equilibrium Reconstruction Workflow reconstruction codes adhering to IMAS.
IMAS
Version: 6.2.0
RéEEEEI:E%IIENUI interest (“time_begin®”, "time_end” and "time_dt" variables). - DefaU|t COdeS EQUAL and NICE
- Reconstruct equilibrium using EQUAL, NICE (EFIT44 or CLISTE in the forge) codes.
DOEDirector REFINEMENT
ﬁ) Calcuiate high res. squilbriom weh codes - HELENA, CHEASE and CARE, " - Operational modes depends on available data:

SAVE SUICE

- Inthe more basic mode, only data from magnetic

lasma in

3| ADvancE
i TIME

sensors/coils is used, possibly complemented by

Faraday rotation or Motional Stark Effect data.

Check TIME )
X STOP THE RUN

= ] - At asecond (optional) stage, the thermal plasma

CHECK_DATA

pressure can be used for a refined reconstruction (to

capture pedestal relevant features)

The workflow was used successfully to address typical uses cases from JET, AUG and
TCV devices.

It was also attempted on MAST, WEST and KSTAR devices but with little success except
very preliminary for MAST. (Cocos adherence apparently hard to maintain).
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Enabling the exploitation of the equilibrium >
reconstruction and stability workflow

\
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A negative triangularity case with separatrix, TCV

TCV#67455@0,700s 004 _bpol_probe fit [T] () profile
1 T 7 ' 9 - - - :
' . ~ | —— LIUQE
0.6 0.02 BT equalTCVB
Y - Y __ﬁ::_ niceReconTCV
04} 0 f_.m-h.p,_._a- e N~ ad - 7}
02 b7 002 : 6|
' 004 . : 5t l
of 0 10 20 30 40 |
flux_loop fit [Wh] 4
02 =, Y, 0.4 b ] i ]
b 3r
002} ] P
D4r e, o 2 F ___-_'_.-"-"-:-:-J
A 0 — e A N A =
T _'- - _—_——— mEmEmTmmmm|mm—— 1 i
o 002 }
0.5 I 004} i 1 ; ] 0 02 04 06 08 1
0 10 20 30 40

Good agreement is found between the several codes (LIUQE — the in-house tool at TCV,
EQUAL and NICE). Comparison of flux contours, magnetic probe and flux loop
reconstruction errors and obtained |q| profiles for the codes LIUQE, EQUAL and NICE
using data from TCV discharge 67455 at t = 0.7s. Black dashed lines indicate the
absolute error for the different signals
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Enabling the exploitation of the equilibrium P\
reconstruction and stability workflow \=

AUG validation/bechmarking with CLISTE on shot 33173

AUG#IIITIE 30005 0.04 bpol_probe fit |T] q[l.b\_l profile
15 P - [ 1 8 v ™ ’
\tw CLISTE
r ¥
A LLLLE Tk cqualALIGE
] | NICE
f 0F R s ST RIS E SRS D
W ||' | [\l
00 ! |
004 : - - :
0 1 20 30 40 A0 i !
flux_loop fit [Wh]
004 : . -
L
T '“I A l.r'|_
2 N . ...._)II X 2
i} B el e b = = | - ]
-~ A ZFATE VS I
. \ | %
02 b | ! \ 4
0 1
2 01 0 02 04 0.6 08 1

Comparison of flux contours, magnetic probe and flux loop reconstruction errors and
obtained | q| profiles for the codes CLISTE, EQUAL and NIICE using data from AUG
discharge 33173 at t = 3.0s. Note that the reconstruction errors for CLISTE are missing
since this data hasn’t been mapped to IDS format. Improvements are possible since no
fine-tuning was done for the sensitive code parameters e.g. knot positions and weigths
for the regularisation.
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Enabling the exploitation of the equilibrium >
reconstruction and stability workflow
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JET validation/bechmarking with EFIT++ on shot 86400

JET#84600@ 50.000s 00 bpol_probe fit [T} ot Py profile [Pa]
25 T T T : ] 1 4 7 Al . - .
¥ ooz i ] == _J‘-IL::.MIIL' consirxing
\ £ EFTP
!ll-\._,-l-"‘ L & = el o - | FaN| A —J_':-cH' Al
i .--K.r'-_, A 1 r:"_ _'_,_ A 1 b e N niceReconlET
| T i~
002k | ‘I oy
02 o
| x\""-.‘\
~
004 L L i 4 "
4] 0 i L /i \ 3
fux_loop fit [ Wh) 11 '\‘“::b
o1 =TT ¥ T T - C:
I L] J h‘-\"} %
oosh | | i I . 4L aﬁ%
l||II L% l!.'..,nl II.ll i i I', "\.]’ i :‘b:‘qi‘.
Filt | I| 11 ﬂ‘!‘_‘. W | I F. :._.-"" il A | | : ';_,;__t\
f flEs=allf fF~—_=n . -
=] S "7 | | | I,'I. Ll \ _-‘_L.:' L % lll \"\\
) . nost/ e i I T B
25 = 4 : i }L " i
2 3 4 ok 1l ! L ) 0 0.2 (4 06 [LR.] 1

) 10 X 30 40

Comparison of flux contours, magnetic probe and flux loop reconstruction errors and
obtained pressure profiles for the codes EFTP, EQUAL and NICE using data from JET
discharge 84600 at t =51.0s. Similarly to CLISTE in figure 3, reconstruction errors are
missing for EFTP (branding at JET for EFIT++ constrained with plasma pressure). The
closer agreement of EQUAL and EFIT++ may be justified by the closer solver kernel
used, both derivations of the EFIT algorithm, whereas NICE uses a rather different
approach. UDA mapping updates needed to match magnetics between EFTP and IMAS




Enabling the exploitation of the equilibrium
reconstruction and stability workflow =2

The linear MHD stability is a single time slice
analysis workflow so that | can be easily

) . integrated into larger scope workflows,(ETS or in
Linear MHD stability workflow
IMAS

Version: 6.2.0 EQRECONSTRUCT).

High resolution equilibrium
Starting from free boundary equilibrium reconstruction or fixed boundary calculated equilibrium,
- Option to define new plasma boundary inside the separatrix

- Calculate high res. equilibrium with codes : HELENA, CHEASE and CAXE. EqUIIIbrlum Codes used
MHD stability
- Calculate linear MHD stability for a given toroidal mede number(s) with MHD codes
ILS. ARS, or KINX
DDF Director - Interchangeability between HELENA and CHEASE when using ILSA, MARS codes. -
@ - Plotting of (—'?]nlllhnum flux map, plasma profiles and MHD eigenfunctions, H ELENA) CH EASE and CAXE’

updated to the latest DD versions. It couples

START MHD_EQ STABILITY SAVE SLICE STOP THE RUN Stablllty COdeS

CHECK DATA

====== s out lasma iny asma out plasma i, I

- Kinx (with Caxe)

- ILSA, MARS and MARS-F (HELENA and
CHEASE)

The workflow was used routinely to analyse the MHD stability of plasma from several
devices including JT-60SA in the framework of a task in WPSA
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Enabling the exploitation of the equilibrium P

77\
™ agm \“%.__//})}
reconstruction and stability workflow =
Application to MAST on shot 27205
. Flux mapping " __"ft-":-" 1o Run9of MW=-1 v —1,|:|5:'_15-1.'f"_hia:.|.u:|.L..l_'— -
~ 1.
1.5 ; NH"'\-\.__ I. 16
10 000 025 450 0 100 “E 0.3 1 13
ha_pal nanmsd
a
. ]
d. _ --_I_F-Il-'l-llk.l:l. - 06 | ; - )
id 1000 1 — = "
~— 0
it = 504 4 0.4
=05 omg 0Es 00 4TS 100 -4
I'I:I_ll:ll_'l:l'l'l
-10 o - - -8
-1.5 L~ -354 B _--"'\-\III -1z
-2 R . . . : 0.0 . . . u.0 : i
o L 2 o.oo0 024 050 07 100 0. 025 050 075 100 .0 0.5 1.0
rho_pol_nam rho_pal_narrm rh_pol_norm

High resolution equilibrium from MAST (#27205 at t=0.4s) and linear eigenfunction for
“radial” velocity component for a n=1 internal kink mode. Input data from IMASgo
stored in g2mroma/MAST/27205/1 and HELENA and ILSA codes were used
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Enabling the exploitation of the equilibrium
reconstruction and stability workflow =

Application to JT-60SA, Scenario 4 with data mapped from eqdsk file, (hybrid scenario with

internal transport barrier in ion energy channel). The scenario is characterised by internal
infernal like modes where the ITB is located (as found in analysis).

. M=-24 puy=16807e-01 Maximp=29

r | 110
MNoge=-24 pu=1689Te01 | I
a9
[ T 0.4
.16 1 -
g ¥
. N
0.14 4 -
\\- 1.4 77
.17 — =
0 q_. 3 6o
.10 4 ]
= .\" 0 35
0,08 | !
o I‘i -‘_.‘-q 43
0,0 1 |
1 0.z 3
II
00
00 \ 2z
|
1
{02 ] .
. L 11
—Z5 —20 -15 —1a -5 u 0 ad 18

Normalised growth rate scaling with toroidal mode number (left) and radial velocity

component of the most unstable mode (right) are shown for the CDBM equilibrium
with fast ion pressure included.
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Enabling the exploitation of the equilibrium ==
reconstruction and stability workflow
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CLISTE as a Kepler actor: A Python actor plays the interface role between the IMAS
database and CLISTE. The main advantage being that any change in either CPOs or IDSs
(IMAS) can be solved inside this Python actor. Moreover, the original CLISTE code can be
used without having to deal with different CLISTE versions.

Intermediate step towards having the whole CLISTE suite interfaced to IDSs

@ CLISTEPATH: /marconifeufus_gw/home/g2egiova/Garching/python_spwaner
Imasification of CLISTE deemed to SDFDirector  Display
. . . String Constant2
resource demanding in view of the Q)

compliance to both IDSs and the tring Constant
ASDEX Upgrade environment system
and dedicated shotfile system — ~ Constant hiscrony,
. . " 51262 ia FEFBUALPython
CLISTE is the de facto intrashot code —— : 5 . & e
"“m active *_DutnulEnDl

used in the Research programme of v .
AUG.
Constant3

The KEPLER test workflow for the CLISTE code driven by a UALPython actor. In the
particular case, a TCV test case is considered (previously tested in the standalone
code)
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Enabling the exploitation of the equilibrium
reconstruction and stability workflow

—
{\'\’ \,‘,,

* The integration and testing of EFIT++ in IMAS was severely hampered by extraordinarily
long linking times during the build process of the code and actor. Although this was
prioritised and support from the CPT was secured, the underlying cause remained
unclear though potential culprits might involve either the UAL C++ HLI and/or the
massive use of templates by EFIT++ (or both).
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AMNS data and interfaces in IMAS (@)

Both the CPO and IDS versions of the AMNS library have seen updates in functionality and/or data.
Fundamental atomic calculations have been performed for Ne like Mo.

Extensive calculations have been done on electron backscattering from Be, Be4+ and hydrogen atom
and between hydrogen atoms has been performed.

Significant work has been done on collecting and using atomic cross-section data. JET results seem to
indicate that the previously developed T-T nuclear cross section provides a significantly better description
than previous cross-sections

It is not clear what, if any, future exists for AMNS work within EUROfusion with the termination of WPCD.

It is also not clear what the plans are for the future maintenance of the AMNS library and the curation of
future AMNS data.

More work in the area of cross-sections and nuclear data could usefully be performed in the future, as
well as the completion of the beam-stopping work.

The incorporation and extension of surface data from the CPO version into the IDS version still remains
to be done
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AMNS data and interfaces in IMAS @)

\=¥
Updating of the W data for the CPO version
== ET5 —a= ETS
=& BARAJAVFL —8— BARAJAVFL
0.5 4 —— WSXP/TRAV 0.5 - == WSXP/TRAV

=

o
(=]
™

0.3 4

radiation [MW/m3]

=
[V
radiation [MW/m3]
o
(V]

=]
%}

0.1 A 01

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 Lo
rhon [-] rhon [-]

While the W data for the IDS version had been updated, development work had
stopped for the CPO version. In comparisons of the ETS-5 with other calculations this
issue was identified and the W data was then updated. The left figure used older W

data and the right a newer version. The calculated radiation increased by ~55%. CMP
ETS implementation and testing CD-10 meeting




AMNS data and interfaces in IMAS ({(:/’)
Calculation of new T-T cross- BEAST T plasma results o)

section data tested at JET:

+ 98551 - Checking dependency of fusion rate on T density
and XS

e lell T(T.2n)4He neutron rate - 98551 conc. scan ! 70_5 Dfo - 74_0 Dfo T |

- BEAST TT cross-section default
-~ BEAST TT cross-section D. Coster IPP
¥ + Exp. 98551

2.0

In previous work done as part of 2uh | ® OlTTXSwithD
WPCD and JET activities, the
existing nuclear data for T-T
reactions was examined. Since

-
w

® NewTT XS with D

Neutron rate [nfsec]
w,

-
=]
%
[
a
w
=
=
L]
~
w

the available data disagreed, a 03| OC N (OV)yy, | Using PREACT TT XS
. . [ leads to overestimation
new  parameterisation  was I TP B of neutrons
prepared based on ENDF data. ’ 0 o % 100
JET Ziga Stancar et al. | TF Meeting | 26_ 1. 2021 | Page 14

New results from JET suggest that this data is in better agreement with the
experimental measurements than the previous data used in TRANSP.
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Visualization tools in IMAS
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Aimis to provide plug-ins for visualization tools developed by WPISA:

- Enhanced ParaView plugin for Edge IDSs (Edge Profiles, Edge Sources, Edge
Transport) and MHD IDS (under SOLPS-ITER GUI Git)

- IMASviz plugins template and documentation for dashboard inclusion and
documentation with template of a simple plugin.

- Plugins for SOLPS, ETS (under IMASViz Git).
- ParaView plugins (GGD based) in separate Git
- ETS plugin for IMASViz (not finalized)

- Support for other IDSs (e.g. Egstabil workflow)

Applmage support (Raysect, Cherab) under SMITER GUI
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Visualization tools in IMAS

ReadUALGGD ParaView plugin

The ReadUALEdge ParaView
plugin was initially intended for
passing the data from Edge
Profiles, Edge Transport and
Edge Sources Interface Data
Structures (IDSs) to ParaView

SOLPS-ITER, EDGE2D

Overview of IMASViz interface
and its available features

Implementing the Multiple
Document Interface (MDI) in
IMASViz, allowing better
arrangement of the panels and
windows under a single main
window

¢ ¢ L

b et

-
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Synthetic diagnostics in IMAS {(‘f_?\\
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An open-source python library - ToFU, to be used as a
numerical toolbox for synthetic diagnostics on Tokamaks,
called tofu, was developed (and continues to be developed),
providing a production-ready tool to users on EUROfusion
devices and ITER .

In use at ITER to compute synthetic signal from the
prospective ITER bolometry. WEST for other diagnostics
thanks to its generic tools and algorithms.

It is also unit-tested, natively compatible with IMAS and
numerically optimized (parallelized), and provides online
sources and documentation and bash commands for simple
uses for users who are not familiar with python.

https://tofuproject.github.io/tofu/releases.html.
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Synthetic diagnostics in IMAS {\"’ )')

Several versions of tofu were released during the year.

* New default tokamak geometries (ITER, AUG, WEST, TCV...)

« Faster algorithms (optimized / parallelized using cython) [
Additional features (handling of basic reflexion mechanisms,
interactive plotting)

« Debugging and maintenance

« Features added to satisfy user-feedback (better interactivity of
figures, more explicit error messages...)

« IMAS compatibility
* Unit tests
» Documentation updating

« mplementation of coding good practices (coding style conventions,
docstrings, comments...)

« Deployment of the library (to very popular online python repositories
like Pipy and Conda) to make installation an easy as possible, using
pip install tofu ro conda install —c conda-forge tof
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Support and development of ETS (®)

European Transport Simulator

DDDDDDDDDDD

IMAS @
CONVERGENCE oL

Version: RC (based on 6.4.0) (DD=3.31.0)

Time loo . P
Start up . P 3 sovance Finalizing
; EEEEE s equilibrium § TiME

Select shot-file, time stepping Initialise equilibrium. g transport ] Post-processing on the full time- Declare the
and the solver. Read UAL input Initialise plasma composition - mhd history. This requires closing the run completed.
and initialise the plasma bundle Select equations to solve - sources UAL and reoping those IDSs

2 - impurities E used in the post-processing.

H edge I3

2 solves t port equat

hecks gence

- pellets
sawteeth/ELM events

CHECK & SAVE
TIME SUICE
START PRE PROCESSING POST PROCESSING STOP

- L PLASMA [TER PLASMA MEXT TIME J - .
iﬂa_w.a out FLASMA w.l PLAGMA OUT FLASMA FIRST FLASMA F INISHED PLASMA lui CONEIC e :m-'m.l

Work on ETS related physics modules and ETS workflow and its exploitation

was a significant part of the of the WPCD activities and work relating to
WIMAS-2, WIMAS-5 and EWE-3 is reported here in addtion to the related work by
The ETS TRO.
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Support and development of ETS @)

European Transport Simulator

IMAS
Version: RC (based on 6.4.0) (DD=3.31.0)

CONVERGENCE PLASMA CONTROL
LooP SYSTEM

Start Time loop Finalizi
a up . 2| ADVANCE mnailzin g
&l events - equilibrium - e

Select shot-file, time stepping Initialise equilibrium. g transport Post-processing on the full time- Declare the
and the solver. Read UAL input Initialise plasma composition - mhd history. This requires closing the run completed.
and initialise the plasma bundle Select equations to solve - sources UAL and reoping those IDSs

2 - impurities E used in the post-processing.

H edge I3

2 solves t port equat

checks gence
ellets

f
sawteeth/ELM events

CHECK & SAVE
TIME SUICE
POST PROCESSING

START PRE PROCESSING

- L PLASMA TER PLASMA NEXT TIME J
iﬂa_w.a cut PLASMA w.l PLASMA OUT PLASMA FIRST PLASMA F INISHED PLASMA lui COMIIC

ETS currently exists in two flavours:
« ETS v5 (CPO based version, being phased out)
« ETS v6 (IMAS based version, being phased in)

ETS v6 is more than a simple remapping of ETS v5 to a new data format
— extended and adapted based on user requriements and lessons learned.



European Transport Simulator
S =1

Start up Finalizing

sssss

Transition to ETS v6 slowed down by the Covid-19 situation

« Small part of WPCD continued until end June 2021.
 WPISA (CPT) workflow support continued until end June 2021.

Qualification of new releases somewhat affected

9

ETS v5 will be kept for verification purposes as long as needed
Users will be supported to move to ETS v6



Support and development of ETS O

European Transport Simulator
IMAS %ﬂ

Horizon
Europe

Start up

Finalizing

WPCD is dispersed in FP9 but support continues from the advanced computing hub
Structure for ETS, EQSTAB and EQreconstruct.
The IM modelling hub (IPPLM/PSNC) provides

- Workflow support and maintenance
- IMASiIfication of new physics models

The ETS community will be supported by

- Direct support from the IM ACH hub ETS support staff
- An improved online support structure/presence
- Weekly users/developers meetings (starting after summer vacations in earnest)



Bulk of the matter: ETS interfaces ©

The move to IMAS required not only shifting all physics modules and supporting
actors from CPOs to IDS but also required changes to the workflow (code) logics.

In addition, improvements on user interfaces to support the end user experience.
ETS is highly modular and the user interfaces provide access to almost all
configurable aspects of the workflow and the physics modules used.

10
TRANSPORT
EQUILIBRIUM TRANSPORT 1] SOURCES DATARASE Pagestal EQUATIONS EDGE CONVERGENCE
Prediction
-m i i i i i} i -

CONVERGENCE LOOP

Two interfaces available: Kepler Canvas interface (above) which provides

an excellent overview of software relations including configurations (and has a
Powerful shortcut system for expert users).
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Bulk of the matter: ETS interfaces i

The move to IMAS required not only shifting all physics modules and supporting
actors from CPOs to IDS but also required changes to the workflow (code) logics.

In addition, improvements on user interfaces to support the end user experience.
ETS is highly modular and the user interfaces provide access to almost all
configurable aspects of the workflow and the physics modules used.

TURBULENCE TRANSPORT:

suing iteratio Please choose turbulence transport model to be used
g e
(Off - no turbulence transport will be called)
Profiks ham the a8 convenge Model: |1 F

Please choose frequency for calling turbulence transport ;
every iteration | 10 L
QUILIBRIUM TRANSPORT time intervals: 0.0

£ ONS £ COMVERGENCE
PLASMA_OUT
’—.} i NEOCLASSICAL TRANSPORT: .} .} l -
Please choose neoclassical transport model to be used O :

calling frequency:

e od
(Off - no neoclassical transport will be called)
Model: [yep ass

Please choose frequency for calling neoclassical transport
calling frequency: every iteration

time intervals: 0.0

ATA BASE TRANSPORT ==:

Please choose if transport coefficients saved to input shot/run mu:
Data Base Transport: |g¢f |
Please choose frequency for calling data base transport

every iteration

time intervals: 0.0

calling frequency:

ADDITIONAL TRANSPORT =:

Please choose if additional constant transport coefficients must by
Additional Transport: [gp |

Please choose frequency for calling additional transport
every iteration
time intervals: 0.0

PLASMA_IN

calling frequency:

Two interfaces available: Kepler Canvas interface (above) which provides

an excellent overview of software relations including configurations (and has a
Powerful shortcut system for expert users).
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Bulk of the matter: ETS interfaces

The move to IMAS required not only shifting all physics modules and supporting
actors from CPOs to IDS but also required changes to the workflow (code) logics.

In addition, improvements on user interfaces to support the end user experience.
ETS is highly modular and the user interfaces provide access to almost all
configurable aspects of the workflow and the physics modules used.

TURBULENCE TRANSPORT: default
sing iteratic Please choose turbulence transport model to be used
(Off - no turbulence transport will be called) tglf_default Yes @® No
fEum the s convenges Model: [1G ¢
Please choose frequency for calling turbulence transport flags
lling fi B B .
L] '""3 r?q“'e”[y every iteration tglf use bper ) Yes @ No
EQUILIBRIUM TRANSPORT time intervals: 0.0
tglf use bpar ) Yes @ No PLASMA
’—.} i NEOCLASSICAL TRANSPORT: tglf_adiabatic_elec Yes @ No -
Please choose neoclassical transport model to be used - - - = O 7
(Off - no neoclassical transport will be called) N
i tglf_fastions
Model: [Nelass LA ) Yes ® No
Please choose frequency for calling neoclassical transport tqlf dump fla R .
calling frequency: [ayery jteration gr p.t'ag Yes @ No
time intervals: 0.0 tglf_calculate_angf Yes ) No

ASE TRANSPORT ==:

Please choose
Data Base Transport: |ogf

Please choose fri

calling frequency: [ayery iteration

equency for calling data base transport

if transport coefficients saved to input shot/run mu:

time intervals: 0.0

ADDITIONAL TRANSPORT =:

Additional Transport: [gp

Please choose if additional constant transport coefficients must by

Please choose fre

quency for calling additional transport

calling frequency: [ayery iteration

time intervals: 0.0

Commit Add Remove

tglf alpha_p
tglf_alpha_e
tglf_alpha_mach
tglf_alpha_zf
tglf_alpha_quench
tglf_xnu_factor
tglf sat_rule

tglf full wexb

tglf_nbasis_max

Two interfaces available: Kepler Canvas interface (above) which provides
an excellent overview of software relations including configurations (and has a
Powerful shortcut system for expert users). Alternative: a flattened GUI! -
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Bulk of the matter: ETS interfaces )

The autoGui is automagically built form the loaded workflow and provides a flatter
view of ETS and its settings and in addition has added features of launching and
monitoring jobs on the (gateway) cluster.

Workflow: ETS6 .xml default

tglf_default T Yes @ No
Simulation Parameters | Kepler Execution ] Menitoring ]
flags
Initialisation = Convergence Loop  Post_processing ] tglf_use_bper T
General  Transport  Equilibrium | Sources | Transport Solver I Edge 1 tglf use bpar S es [GING
: tglf_adiabatic_elec
SpitzerModel | off =] B - AL AL
Spitzerfrequency | every time step =] tglf_fastions Yes ® No
SpitzerTimelntervals | 0.0 5 tglf_dump flag e T
TurbulenceModel | TGLF =IE T tode Parameters T
TurbulenceFrequency | every iteration =] tglf_calculate_angf ® Yes (' No
TurbulenceTimelntervals 0.0 tglf_alpha p 1
NeoclassicalModel NCLASS =l Code Parameters |
. tglf_alpha_e 1
NeoclassicalFrequency every iteration =]
NeoclassicalTimelntervals [ 0.0 il e
DatabaseModel [ off =] | tglf_alpha_zf 1
DatabaseFrequency every iteration =] tglf_alpha_quench 0
DatgbaseTrme\mtewa\s 0.0 tglf xnu_factor 1
AdditionalModel on =] Code Parameters | i .
AdditionalFrequency [ every iteration =] tgF. At rule
AdditionalTimelntervals [ 0.0 tgif_full_wexb 1
Select_transport_combiner [ TRANSPORT COMBINER =] Code Parameters | tglf_nbasis_max 4
tglf_nions 0

The autoGui also allows parameter files be saved, shared and distributed between
users - outside of training and developments work the autoGui is the recommended
Frontend tool.
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Bulk of the matter: ETS physics modules

CCC 2 Profies updoted dudng terations
CCC 1: Profiles rom tha los converged fime shep. not o be modified
— - TRANSPORT 2. a7
EQULIBRILM THANSPORT (= 1] SOURCES DATARASE :2:!:::_!” FG:}M KONE EDGE COMVERGENCE
PLASMA_OUT
old>0CC 1 CONVERGENCE LOOP sisics | [
PLASMA_IN = “:r;'..z —
QCC 1at il ) = -
ocC t iater calts
Static Database |Database Cyrano FEM CEC
Interpretative Analytical Analytical Lion Progronka Solpsz1
Chease GLF23 BBNBI Nbisim2
Helena Weiland  [CDBM Nemo Risk In short: state of the art set
GKMHD EDWM BgB AFSI Spot . .
TGLF Neowes Fusion_sources Ascotd Of thSICS mOdyleS Ina rObUSt
QLK Neos GRAY StixRedist and highly configurable framework
NCLASS GENRAY FoPla
|NEO Torayfom Pion .
Torbeam lccoup A few models remains to be ported
runaway indicator |Impurities
Runaway fluid Neutrals From ETSV5
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Bulk of the matter: ETS physics modules

CCC 1: Profiles rom tha los converged fime shep. not o be modified

1-0
TRANSPORT
EQUILEBRIUM TRANSPFORY D SOURCES DATABASE Pagestal EQUATIONS EDGE CONVERGENCE
Prediction

i il ii il il ii i} i i -
T CC 3
ils

i
' ¥ B

CONVERGENCE LOOP

PLASMA_IN

Static Database |Database Cyrano FEM CEC

Interpretative Analytical Analytical Lion Progronka Solpsz1
Chease GLF23 BBNBI Nbisim2 .
Helena Weiland __|CDBIV Nemo Risk The range of modules available
GKMHD EDWM BgB AFSI Spot . -
oL Neowes Fusion_sources [hscotd gives a user some f|eXb-I|.Ity to |
QLK Neos GRAY StixRedist either "Zoom” to a specific physics
NCLASS GENRAY FoPla . :
INEO Torayfom bion ?speqt a’r’1d/o”r vary fldel”lty from
Torbeam lccoup scoping” to "advanced” through
runaway indicator |Impurities the SeleCtion Of modules

Runaway fluid Neutrals




Bulk of the matter: ETS physics modules

PLASMA_IN

( = 2! Profies updoted during terations
CCC 1: Profiles rom the los converged fime step. not 1o ba modifiec
EQUILEBRIUM TRANSPFORY

mdiction

SOURCES

CONVERGENCE LOOP

e \
N
\\/

%——’/

/
'\

1-0
TRANSPORT
EQUATIGNS EDGE

CONVERGENCE
PLASMA_OUT

i QCC 3

WM 08

HIIE Swil LI530 089

Interpretative

Chease

Helena

GKMHD

|Database Cyrano

Database

Analytical Analytical Lion

GLF23 BBNBI Nbisim2

Weiland CDBM Nemo Risk

EDWM BgB AFSI Spot

TGLF Neowes Fusion_sources Ascotd

QLK Neos GRAY StixRedist

NCLASS GENRAY FoPla

|N EO Torayfom Pion
Torbeam Iccoup
runaway indicator |Impurities
Runaway fluid Neutrals

Progronka Solpsz1

Some lingering general issues

in relation to IMAS implementation:
Where to store ML network data
(files not allowed...)

(Affects QLKNN; PENN)
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Bulk of the matter: ETS physics modules

C C 2 Profiss updoted duing iteratons

C 1 Profiles from tha oSt converged fime sten, not o be modified

1-0
TRANSPORT
EQUILEBRIUM TRANSPFORY WD SOURCES DATABASE Pagestal EQUATIGNS EDGE CONVERGENCE
Prediction a

PLASMA OUT
e e e e e e e

WM 08

HIIE Swil LI530 089

old > 0CC 1 CONVERGENCE LOOP

PLASMA_IN

[Equiibrium | flransport | —

Static Database Database Cyrano FEM CEC

Interpretative Analytical Analytical Lion Progronka Solpsz1

Chease GLF23 BBNBI Nbisim2

Helena Weiland  |CDBWV Nemo Risk Fast lon physics is included in the

GKMHD EDWM BgB AFSI Spot equilibrium and the sources, restricted to
TGLF Neowes Fusion_sources Ascot4 dilution only in transport modules - largely
QLk Neos GRAY StixRedist by code owners recommendations.
NCLASS GENRAY FoPla
Iueo Iz::gonT :::up Transport and H&CD well presented

runaway indicator |Impurities before will only discuss other and new
Runaway fluid Neutrals aspects today.




Bulk of the matter: ETS physics modules

PLASMA_IN

nverged fime step. not fo be modifiec

( = 2! Profies updoted during terations
1 Profikes from the o o
EQUILEBRIUM TRANSPFORY

[~ 2]

SOURCES

DATABASE

Pegestal
Prediction

——— ..

CONVERGENCE LOOP

\
)
/)

ol

()

N\ —7
=7

10

TRANSPORT

EQUATIONS EDGE CONVERGENCE

¥ PLASMA_OUT

T

RIS SWl L1510 0350

Interpretative

Chease

Helena

GKMHD

|Database Cyrano

Database

Analytical Analytical Lion

GLF23 BBNBI Nbisim2

Weiland CDBM Nemo Risk

EDWM BgB AFSI Spot

TGLF Neowes Fusion_sources Ascotd

QLK Neos GRAY StixRedist

NCLASS GENRAY FoPla

|N EO Torayfom Pion
Torbeam Iccoup
runaway indicator |Impurities
Runaway fluid Neutrals

Progronka

CEC
Solpsz1

ETS be used for both
- Interpretative and
- Predictive simulations!

Set up for JET; AUG, TCV; DEMO;
MAST; ITER; WEST; JT-60SA as
well as K-star and DIII-D
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Bulk of the matter: Physics modules — the solversiC

e
\

CONVERGENCE

i PLASMA_OUT
oL 4
2

CONVERGENCE LOOP

PLASMA_IN

Static Database |Database Cyrano FEM CEC

Interpretative Analytical Analytical Lion Progronka Solpsz1
Chease GLF23 BBNBI Nbisim2
Helena Weiland CDBM Nemo Risk
GKMHD EDWM BgB AFSI Spot .
TGLF Neowes Fusion_sources Ascotd ETS haS at ItS lcore a Set Of
QLK Neos GRAY StixRedist solvers that implements a
NCLASS | :
InEo Coravion e comprehensive set of transport
Torbeam lccoup equations ("ASTRA-like")
runaway indicator _ Impurities D. Kapulin 35th EPS, 2008

Runaway fluid Neutrals D. Coster, Trans. IEEE 2010




Solver implementation

Solvers directly imported from

ETSv5S.

* Progronka (Stankiewicz et al)
 FEM (Susnjara et al)

Tested and verified

 Methods of Manufactured
solutions (MoM)

* |ITPA benchmarking -

Pereverzev-Corrigan (CPC,

2008) stabilization scheme

« Required for stiff transport
models

« Targetting steady state but
usable for (slow) transients with
strict time step control

Allowing for Internal Boundary
condition r/a < 1

Rewritten equation set to allow
for moving boundary

\

\
)
z

e
{
=

(

(a)

n; [10?/m?]

" e ASTRA v.6
—ETS
—_TASKITR
—TOPICS

(d)

—— ASTRAVE
| jol— ASTRAWT
—— CRONOS

JINTRAC 19 3
E | J|—FTs n; [10%/m~] |
e = —
] 1 g|—— FASTRAN |
JINTRALC
4 i TASKITR i
—— TRANSP
19 3 — TORCS
2 Nye []D fm ] 12 RAPTOR NHe [1{]19:‘{“]3]
7] T L L J .I.-..-.;.-. "'l
o y oz 0.4 0.6 0.8 10

Py

]
B

—ASTRA VE
4 r—FETS

—TASK/TR
2 r——TOPICS

——JINTRAC
n i i 1 1
0.0 0.2 04 06 0.8

— ASTRA v.6
- —— ASTRA .7
— CRONOS
- —— ETS
—— FASTRAN
] 4] — JmTRAC
—— TASKTR
| —— TRANSF
—— TOFICS
RAPTOR

.ne [1u1|qu3]_

Pu

L]
10 9.0 ol

L
0.4

i .
0% o
P

1.8

YS Na et al. Nuclear Fusion 59 (7), 076026

Advection-reaction-diffusion equations are very
hard to solve for with stiff models in particular
where the diffusivity not necessarily is dominant



Bulk of the matter: "Transients”

PLASMA_IN

Z-)'Z_-.' _ 1 ot first call
QCC 2 ot ater calls

CCC 2 Profies updoted during teratons

CEC 1) Profiles rom the lost converged fime step, not to be modifiec

CONVERGENCE LOOP

e \
N
\’\}/\\
\‘/
%——’/

(
A\

CONVERGENCE
PLASMA_OUT

TR

RIS SWl L1510 0350

Static

Interpretative

Chease

Helena

GKMHD

|Database Cyrano

Database

Analytical Analytical Lion

GLF23 BBNBI Nbisim2

Weiland CDBM Nemo Risk

EDWM BgB AFSI Spot

TGLF Neowes Fusion_sources Ascotd

QLK Neos GRAY StixRedist

NCLASS GENRAY FoPla

|N EO Torayfom Pion
Torbeam Iccoup
runaway indicator |Impurities
Runaway fluid Neutrals

Progronka Solpsz1

With stabilization schemes for
stiff models activated, evolution
is limited to (slowish)
ramp-up/ramp down

scenarios etc.
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Current diffusion/ramp up

e

profiles every 250ms

#96648 - Ohmic 3.0MA baseline test N oty foctor,
IMASgo! boundary(outline) (in@out: green, out:red) 71 ‘ — :E;:'?I:")”’
JET db ) _
1.0 1 :%"
Te = Ti -\ i
Zeff =1 ﬁ:e>_<[p ~1.2t01.4) o .|
EFTP (EFIT w. pressure) = \%
N 0.0 14

T
44

054 W\

Only solve for poloidal flux - tme 2
(constrained by total
cu rrent) 10 — Pomuxwr:ztalpoloidalﬂux|
FEM solver (At = 250ms) s T
Neoclassic model: 20 25 30 35 7 /
NCLASS Rim] g | /
with bootstrap current) 5o /

HEASE (every iteration) Preprogrammed boundary £ /

J. Ferreira WIMAS-2 team SR S



Current diffusion/ramp up
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Similar studies for ITER show similar performance (simple setup)

|safety factor]|

—e— g_axis (pred.)
—&— q_95 (pred.)
17 - — g_axis (in)
— g 95 (in)
10 -
¥
&
]
@
B e
4 -
2 .
o 50 100 150

time [s]

J. Ferreira WIMAS-2 team

|total poloidal flux| [Wb]

|total poloidal flux|

80 1

TO H

60 -

20

10 +

—a— Pol.flux{Pred.)
— Pol.flux(in)

50 100 150
time [s]



Current evolution under the action of ECCD steering
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AUG modeling in support of ECCD modelling for TAE stability analysis

-]

rho_tor_norm

safety factor

25 10

| g 061

|
~ .
2 rho_ter_nor
o
5

|
—
o

P
e
w
o
~N
!

r—15.0

time [s]

0.0-

ES

| safety factor

w
L

N
L

|safety factor|
magnetic shear

t=2.0s 0l

1 magnetic shear

t=2.0s

T T T T T T T
00 02 04 06 08 1.0 0.0 02
rho_tor_norm [-] rho

04 06 08
_tor_norm [-]

10

magnetic shear

r17.1

0J0 15.2

133 g-profile is modified locally by
ECCD. The increased magnetic

L B shear has an direct impact on the
™ TAE stability

L oo

C T

3 4 5
time [s]

Simulation done with ETS v6 (IMAS) using
GRAY and CYRANO/StixReDist for ECCD
and ICRH modeling respectively

J. Ferreira



Bulk of the matter: Impurities & Neutrals

PLASMA_IN

CCC 2 Frofies updoted duing iterations

CCC 1: Profiles rom the los converged fime step. not 1o ba modifiec

EQUILEBRIUM

edesta

CONVERGENCE LOOP

=)

\
)
/)

J,

~,

7

|Database Cyrano

Static Database
Interpretative Analytical Analytical Lion
Chease GLF23 BBNBI Nbisim2
Helena Weiland CDBM Nemo Risk
GKMHD EDWM BgB AFSI Spot
TGLF Neowes Fusion_sources Ascotd
QLK Neos GRAY StixRedist
NCLASS GENRAY FoPla
|N EO Torayfom Pion
Torbeam Iccoup
runaway indicator |Impurities
Runaway fluid Neutrals

N
COMVERGENCE
i . PLASMA OUT
CEC
Progronka Solpsz1

The impurity and neutrals
modules are among the last to

be moved to IMAS.

- Impurities already released
- Neutral package pending
Impurities are now solved for
as part of the general solvers
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Impurities in ETS6 (implementation) @)

=2

 Both interpretive/static and predictive evolution of the
iImpurity densities is implemented

» Multiple impurities can be initialized from scratch’ or
read from the input IDSs

* Transport coefficients can be calculated by dedicated
transport codes (NCLASS,EDWM,TGLF, QLK) or can
be prescribed

* Different ways of forming anomalous transport (per charge
state, effective impurity species, or ignoreq)

* Source terms are obtained using latest version of
iAbDAS database implemented through the AMNS
ibrary

* Difference from ETSS implementation:

. NoI longer a separate solver — impurities integrated in main
solver

D. Yadikin, |. Ivanova-Stanik, T. Johnson



/
(17N

Impurities in ETS6: verification (@)

Radiation Zeff Radiation Zeff
2000 = . 120000
[\ 5
100000
m 6000 - m
< : ¢ 4 4
£ § 80000 -
4000 | 12 | 3
// ’ .-’/
) 60000 - 5
000 025 050 075 1.00 0.00 025 050 075 1.00 0.0 05 10 0.0 05 10
rho_tor_norm rho_tor_norm rho_tor_norm rho_tor_norm
Radiation Zeff Radiation Zeff
283000 5 3000000 4 it
200000 A
:'" - a & 2000000 - ol
w, E
£ 150000 s
3 1000000 A al
100000 A
24 — 01, r T v . 25 . , v v
- - \ : : : 000 025 050 075 100 000 025 050 075 1.00
0.0 0.5 1.0 0.0 0.5 L0 rho_tor_norm rho_tor_norm
rho_tor_norm tho_tor_norm
« Comparison with standalone SANCO! (K. Kirov).

« Based on JET #71827 (equilibrium), parabolic profiles, charge state bundles
corresponding to boundary value 1.0e17m-3,

» prescribed transport of 1.0m”"2/s is used, atomic data (ADAS, AMNS) sources
* Run until steady state (flat profiles)



Impurities in ETSG6: verification

Ar

Ni
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blue - SANCO

Radiation Zeff Radiation Zeff
8000 - 120000
A 1.6
[\ 5
. 6000 - o . 100000
< ' ¢ 4
§ 80000 -
4000 - 12 | 3
/ ' ¥
_— o 5
60000 - 2 —
000 025 050 075 100 0.00 025 050 075 100 00 05 10 0.0 05 10
rho_tor_norm rho_tor_norm rho tor norm rho tor norm
Radiation Zeff Radiation Zeff
250000 A
5 | 3000000 4 i
200000 A
:'" /,/\. 44 & 2000000 A -
£
£ 150000 s
3 1000000 - m
100000 - - _
24 01, r T v . 247 v ) v v
. : ‘ . T T 0.00 025 050 075 100 0.00 025 050 075 1.00
0.0 0.5 10 0.0 0.5 1.0 rho_tor_norm rho_tor_norm

rho_tor_norm

tho_tor_norm

« W results: discrepancy obtained using the latest version of the AMNS

data (modified in Dec 2020) in ETS.

* Ni radiation: different atomic data used at JET, need further work to

verify which version is ‘correct’
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Impurities in ETS6: verification (@)

_ blue - SANCO
Ar Ni

Radiation Zeff Radiation Zeff
120000
8000
N 1.6
y | 5 N
. 6000 - / 100000
! 1.4 . |
¢ J ¢ L)
£ £ 80000 -
4000 - ~—— 3
_ . . 1.2 -
e '
’ 3 60000 - 5 g
0.00 025 050 075 1.00 0.00 025 050 075 100 0.0 05 10 0.0 05 10
rho_tor_norm rho_tor_norm rho_tor_norm rho_tor_norm

Kr W

Radiation Zeff Radiation Zeff
- 2000000 ——

250000 R

N N 57 1500000 8
m 7 m
< /ﬂ- 4 < 1000000 .
E ] E \ 6
£ 150000 £ \

— 500000 \ ™

T T T 2 i T T T 0 B T T .\I T T T
0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0 0.0 0.5 1.0
rho_tor_norm rho_tor_norm rho_tor_norm rho_tor_norm

Pre december 2020 data

« W results: discrepancy obtained using the latest version of the AMNS
data (modified in Dec 2020) in ETS. Understood! Fixed!

* Ni radiation: different atomic data used at JET, need further work to
verify which version is ‘correct’. Needs some further investigation!



Bulk of the matter: Pedestal predictions

CCC 2 Frofiles updoted duing e

atons

CCC 1: Profiles from the los convenged ime sheg

EQUILEBRIUM

TRANSPFORY

o ba modified

SOURCES DATABASE

1-0

TRANSPORT

EQUATIGNS

EDGE

CONVERGENCE
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%
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PLASMA_OUT

]
CONVERGENCE LOOP aiii I Ta
ila]
. |
PLASMA_IN . L evemts, s rrnarms s
BEE 291 ver o Uodated tr .
[Equiibrium | flransport | —
Static Database Database Cyrano PENN | FEM
Interpretative Analytical Analytical Lion Progronka
Chease GLF23 BBNBI Nbisim2
Helena Weiland CDBM Nemo Risk
GKMHD EDWM BgB AFSI Spot
TGLF Neowes Fusion_sources Ascotd4
QLK Neos GRAY StixRedist
NCLASS GENRAY FoPla
|NEO Torayfom Pion
Torbeam Iccoup
runaway indicator |Impurities
Runaway fluid Neutrals




Pedestal predictions - PENN *

* PENN - Pedestal Neural Networks model

« Estimates pedestal values from global/engineering parameters

Input parameters

Beta_N (MHD)

I_p (plasma current) ——
B_0 (toroid field) -
R_geo (geometrical radius)

a (minor radius)

Elongation —_
Upper triangularity — >
Lower triangularity —_—
P_tot (total power input) -
q95

Plasma volume

Shallow network, 2 hidden layers

Feed forward

neural network

Outputs (predictions)

—, Pedestal electron temperature (height)

—, Pedestal electron density (height)

Temperature (keV)

o
—
(47

N\
M)

PENN prediction

0.85

0.90

0.35 Lao 105 110

Normalized rhotor

e Database: EUROfusion JET pedestal database, provided by Lorenzo Frassinetti
® Size of training set: ~ 1500 entries (after dropping entries with missing values)
e \We have data for electrons, not ions

® True values in database are used to optimize neural network through back-

propagation

Training tools: Keras/Tensorflow interface, input and output normalization, mini-

batches

Andreas Gillgren



Pedestal predictions - PENN ©

Addressing Prediction Uncertainty: Simple bayesian approach:- train several neural networks to

perform the same task

* The ensemble of predictions can be analysed to estimate uncertainty / detect extrapolation

* Ensemble networks may increase stability

—_—

Final prediction:
Mean value

Uncertainty estimator:
Standard deviation

-

Currently mainly based on JET data but broader adaptation to EUROfusion Pedestal
dabatases underway. AUG data being assessed (however limited by AUG database size).

Method obviously applies to synthetic data as well, EPED databases tec.

Andreas Gillgren
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PENN in ETS

Generic Framework:

1. Training of neural networks is done before implementation (computational
demanding part)

2. Parameters of optimized neural networks are exported to separate script/file

3. Python script on ETS to use neural network parameters and make rapid predictions
(fortran based version planned)

4. Generic approach - adapted to predictive modelling requirement in ETS
4

1)

1 7

Training Neural |

) Europea?_Transport Simulator

=
r Workflow parameters O

=

Start up Finalizing the run

General implementation issue for all NN based models: how to deal with

ensembles of network data in IMAS environments (e.g. how to avoid critical input

files floating about at random - provenance capture, reusability, performance,.....)

AMINS like library structure? Blessed file locations? Andreas Gillgren, Dmitriy Yadikin
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PENN in ETS

* Makes predictions from input
IDS (IMAS framework) or CPOs
(ITM framework) Core slope,

calculated from
previous time step

* Writes new outer profiles (from Pedestal position, set

boundary condition to LCFS) Bw;f-dw by user (0.98
Y condition PENN prediction recommended since
ifi 1 2 f database
* Uses modified tanh, requires 5 \ / mean of database)

pedestal parameters (height, Te (keV) 14 O~
width, position, core slope, |
offset) to “extrapolate” to
potential interior boundary
point

\

& Last closed flux surface
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//” =100 eV
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g —
Pedestal width = 0.045
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0.B5 (ER: 11} 0.95

* Non-static boundary
conditions
Work continues partially in and ENR and the intention

is to provide model(s) (with better statistics) for all devices
Andreas Gillgren, Dmitriy Yadikin

* Predictive pedestals for
predictive simulations



DD rates [1/s]

\
)
/)

v

~
)
7

-
‘//a-
A\ &
=

PENN in ETS
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Core edge coupling 7

e
|
=

Te[500:]-Te[500:].mean(axis=0)

59

CEC - $% s

Core —edge ef o

coupling ‘;= E
Generic actor for 55

passing data
between core 02 o4 o5 o2 10
elements and edge -

codes.

Proof of principle use here but a very useful
extension to bring in different edge modules
- from simple analytical models to full blown
edge codes.

D. Coster



DT extrapolations: fusion power a o

bulk-bulk beam-target

—@—51MHz (H.D)
- - 33MHz (He3.T)

DT fusion power (MW)

i i i i i i
0 0.02 0.04 0 0.02 0.04 0 0.02 0.04
min. concentration min. concentration min. concentration

» General trend: less fusion power at larger minority fractions

* H min. case: Mainly dilution and smaller direct second harmonic acceleration of D+D,,, ions
(weaker bulk ion tails); better performance at lower X[H]

« 3He min. case: Dilution and smaller T+T ,; acceleration, but maximum power achieved around
X[3He]=2% due to more efficient bulk ion heating

P. Huynh
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JET modeling for DT extrapolation ©

. ) ) . Neutron rate at the final time 49s (fusreac
External heating profiles (RF + NBI) at the final time 49s (FoPla) ( )
o x 10" Neutron rate profiles
Collisional power per species for ETS 3 r . r r r r r .
1.6 4 : S0 Integrated neutron rate:
—_— Electrons D T —
D a5 ; e e D
Lol Total (RF + NBI) Oetertum : E:”’“";b D-D 0.781E+16
——  Tritium 2 LT e e D-Dbeam 0.111E+17
124 —— Dbeam12s e Dbeam-Dbeam 0.126E+16
— Db 62 e T-T'h
= -y 2% eanms ] T-T 0.167E+17
§ 1.0 Total RF —==- RF tot ; Theawms-Thearns T-Theam 0.000E+00
s | Y N NEI tot E 2 —DT ] Tbeam-Theam  0.000E+00
z o8 Total NBI g —— D-Theams D-T 0.258E+19
g T 1s —— T-Dheams . D-Tbeam 0.000E+00
§ 0.6 : 3 : T-Dbeam 0.203E+19
g 1 Dbeam-Tbeam 0.000E+00
0.4 :
0.5 'T-'Dhea:ms Grand total: 0.465E+19 neutrons/s
0.2 : 1
0 . . . . i .
0.04 == 0 01 02 03 04 05 06 07 08 09 1 Fusion Power: 13.01 MW
Normalized Toroidal flux

Dominant ion (D+T) heating. External heating on D ions is larger than T ions; from: Predictive simulations with ETS including NBI/ICRH Synergy for

Central elec. heating due to ICRH (H min. + N=2 D acceleration) baseline shot 92436, P. Huynh, E. Lerche, D.Van Eester, JET TEAM and
WPCD TEAM,
JET TF Meeting

References:

P. Hyunh, et al., European Transport Simulator modelling: Modelling of the role of
ICRH/NBI synergy in the DT extrapolation of high-power JET D scenarios to D-T,
accepted for publication in Nuclear Fusion

P.Huyn, et al., Modeling ICRH and ICRH-NBI synergy in high power JET
scenarios using European transport simulator (ETS), AIP Conference
Proceedings 2254, 060003 (2020); https://doi.org/10.1063/5.0014240



Fusion power prediction with the reference discharges
(#96994 and #97781) in DTE2 ©

#96994 #7781
20§ TRANSP-TGLF ' ' ' ' X g TrRaNsPTGLF '

JETTO-QLK JETTO-OLK

JETTO-TGLF JETTO-TGLF

ETS-TGLF ETS-TGLF

~-DT equivalent P, _ - DT equivalent P,
=15 =15
s 2
2 =3
B B
2 2
o (]
=1 =1 )
c c g
L £
w w
= =1
L 10t w10 P
5 1 1 1 1 1 1 1 1 5 1 1 1 1 1 1 1 1
26 28 30 32 34 36 a8 40 42 26 28 a0 32 34 36 a8 40 42
Injected NBI+ ICRF power [MW] Injected NBI+ ICRF power [MW]

* DT equivalent fusion power (i.e. no increase in T,and n, profiles due to positive isotopic effect and high heating)
=9~ 10MW in both baseline and hybrid
* Predicted DT fusion power with predicted T, and n, profiles
* DT simulation with 33MW heating: 8~10.5MW in baseline and 10~12MW in hybrid.
* DT simulation with 40MW heating: 12~16MW in baseline and 13~17.5MW in hybrid.

Hyun-Tae Kim, on behalf of T17-07 modellers | Task Force meeting | Zoom conference | December 2020 | Page 22

T17-07 modelling is progressing and this is likely not the current state of affairs



Edge turbulence WF with synthetic diagnostics

Fusion devices the workflow services:

+  supported in IMAS [blug)
* not yet supported in IMAS [red)
+  Planned devices (zreen)

Mapping of machine specific data is not
the scope of the workflow

Turbulence workflow:

+  Data mapping to f Data set-up in 1DS

*  Use of HESEL turbulence actor. Can
be exchanged with arbitrary
turbulence actor.

*  Populating turbulence 1D5 for
further processing.

Synthetic diagnostics workflow:
*  Data mapping to / Data set-up in 1DS
*  Use of BES actor synthetic
diagnostics actor. The actor runs
REMATE-OD BES code.
BES Noise actor generates BES
specific noise to the syn. signal.
*  Stores synthetic BES data in
spectrometer_visible 1D5.

[

ITER | | JT-60SA

JET

AUG | | EAST

Modelled data and
diagnostics
specifications

[ —-l Equilibrium ID5 I—

Experimental data
and diagnostics
specifications

}

Machine specific ID5
databases

MASTU | | KSTAR

Mot yet supported

—~| Thomson_scattering 105 }—

| Equilibrium 1DS |__.| Exp. data mapping

Turbulence and synthetic
diagnostics work process

| charge_exchange 105 |——

l

"_I Turbulence I0% I"—

HESEL turbulence
actor

REMATE-OD BES

—{  NbilDS < |—————
—| Turbulence IDS |————

Spectrometer
visible 105

Spectrometer

actor

BES Noise actor

visible D5

Turbulence WPCD workflows including synthetic diagnostics to compare modelled data of SOL filamentary transport to
experimental data in collaboration with WPMST1 and WPJET1.



Linear MHD stability chain for energetic particles and non-linear codeszs
for fast-ion MHD interaction “L )

* Updates to HYMAGYC now includes, among others, the possibility to load a Energetic
Particle population accordingly to the parametrised distribution function fitted from
H&CD modelling codes.

* It runs as a parallel actor both using a fortran “driver” and a test Workflow.

* The hybrid drift-kinetic code CASTOR-K has been adapted to use IDSs. A driver code
also exists to enable the running of the code offline, cast as an element of a dedicated
workflow.

* A new fitting tool called STARFISH has been implemented to perform the global fit of
the numerically obtained energetic particles distribution functions using a parametric
Equilibrium Distribution Function (EDF) in term of constants of motion, w (kinetic
energy per unit mass), A=p/w (the generalized pitch angle), P_¢ (the canonical
toroidal momentum).

* The implementation is now fully integrated with the Kepler Environment and with the ITER Integrated
Modelling and Analysis (IMAS) framework.

* The STARFISH project has been created on the WPCD GFORGE repository and a first tag for the STARFISH
suite of fitting tools has been released.



Linear iViAD stapility chaln Tor energetic particles -

2\

and non-linear codes for fast-ion MHD interaction =’

-
* e
mel

STARFISH

A MATLAB code has been implemented to perform the best fit of the parametrized EDF solving a
bound-constraint global optimization problem. A custom Genetic Algorithm (GA) has been
implemented to perform a population-based elitist global search in 6D parameter space and in
cascade (GENIE toolbox), if selected by the end-user, a local search can be ﬁerformed by means of

state-of-the-art local optimizers. The implementation is integrated with the Kepler Environment
and with the ITER Integrated Modelling and Analysis (IMAS) framework.



Summary

WPCD (and ITM-TF) created the philosophy, prototyped
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and

structured the infrastructure (ISP/CPT) and paved the way or IMAS.

The intended continuation into the new e-tasc structured

largely

failed leaving gaps in implementation, several alienated or

unsupported model developers — however

A core set of tools remains (ETS; EQSTAB; EQRECONSTRUCT;...
) with an active (and hopefully) expanding user community that is

managed through a small ACH activity.
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