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Introduction to ERO2.0
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 Brief overview of ERO2.0 model:

 Plasma-wall interaction and global material 

migration in fusion devices.

 Simulation of 3D trajectories using Monte-Carlo 

test particles.

 Resolution of 3D gyro-orbits without guiding-center 

approximation.

 Current parallelization using MPI/OpenMP.

 Goal: Porting to GPU for enhanced performance.



Parallelization with CUDA and OpenACC
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 Challenges in GPU implementation:

 Hierarchical and recursive nature of 
octree construction.

 Preparatory tasks for efficient GPU
execution:

 Translate recursive tree structure to a 
“flattened” octree.

 Convert recursive octree search to an 
iterative process.

 Parallelization of queries using CUDA.



"Flattened" octreeNode Vector
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 Visual representation of the "flattened" 
octree structure.

 Explanation of the linear structure for 
efficient GPU traversal.

Octree



Octree Traversal Techniques
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 Overview of tree traversal techniques:

 Depth First Search (DFS) vs. Breadth First Search (BFS).

 Focus on current DFS and transition to BFS for GPU parallelization.

Level Order Traversal 
(BFS) technique is 
defined as a method 
to traverse a Tree 
such that all nodes 
present in the same 
level are traversed 
completely before 
traversing the next 
level.

DFS algorithm starts 
at the root node 
(selecting some 
arbitrary node as the 
root node in the 
case of a graph) and 
explores as far as 
possible along each 
branch before 
backtracking. 



Depth First Search (DFS)
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 Inorder Traversal:

 Algorithm and uses in binary search trees.

 Time Complexity: O(N).

 Auxiliary Space: Considering the size of the 
stack for function calls then O(1) otherwise 
O(h) where h is the height of the tree. 

 Preorder Traversal:

 Algorithm and applications in creating a copy 
of the tree.

 Time Complexity: O(N).

 Auxiliary Space: Considering the size of the 
stack for function calls then O(1) otherwise 
O(h).

 Postorder Traversal:

 Algorithm and applications in tree deletion.



Breadth First Search (BFS)
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 Introduction to Level Order Traversal/BFS.

 Explanation of efficient queue-based approach.

1. Start by pushing the root node to the queue.

2. Keep iterating until the queue is empty.

3. In each iteration, first count the elements in the queue (let’s call it levelSize). We will have these many nodes in
the current level.

4. Next, remove levelSize nodes from the queue and push their values in an array to represent the current level.

5. After removing each node from the queue, insert both of its children(if exist) into the queue.

6. If the queue is not empty, repeat from step 3 for the next level.



Breadth First Search (BFS)
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Let’s take the example mentioned above to visually represent our 
algorithm:

Start by pushing the root to the queue



Breadth First Search (BFS)
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Count the elements of the queue (levelSize = 1), they all will be in the first 
level. Since the levelSize is “1” there will be one element in the first level.



Breadth First Search (BFS)
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Move “one” element to the the output array representing the first level and push its children to the 
queue.



Breadth First Search (BFS)
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Count the elements of the queue (levelSize = 2), they all will be in the second level. Since 
the levelSize is “2” there will be two elements in the second level.



Breadth First Search (BFS)
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Move “two” elements to the the output array representing the second level and push their 
children to the queue in the same order.



Breadth First Search (BFS)
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Count the elements of the queue (levelSize = 3), they all will be in the third level. Since the 
levelSize is “3” there will be three elements in the third level.



Breadth First Search (BFS)
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Move “three” elements to the the output array representing third level.



Octree BFS for GPU
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 Application of BFS to octree traversal on GPU.
 Two-array approach for efficient processing.
 Node exploration and pushing child nodes for further processing.



CUDA Programming Challenges
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 Limitations of using std::vector in CUDA.

 Introduction of Thrust and its limitations in CUDA kernels.

 Solution: Using std::vector on CPU and manual 
conversion to arrays on GPU.



Key Points in CUDA Programming
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 Overview of CUDA programming:

 Memory management.

 Kernel definition and launch.

 Memory transfer.



Work Summary:
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 Overview of key development steps:

 Reading and searching for necessary bibliography.

 Debugging and compiling on Power9 with openMP and MPI.

 Installation and configuration of GPU benchmarking tools.

 Study and analysis of ERO2.0 code.

 Various development milestones, including BFS implementation.

 Recognition of the ERO2.0 Gitlab repository.

CTE-POWER is a cluster based on IBM
Power9 processors, with a Linux
Operating System and an Infiniband
interconnection network. CTE-POWER
has 2 login node and 52 compute
nodes, each of them:

 2 x IBM Power9 8335-GTH @
2.4GHz (3.0GHz on turbo, 20 cores
and 4 threads/core, total 160
threads per node)

 512GB of main memory distributed
in 16 dimms x 32GB @ 2666MHz

 2 x SSD 1.9TB as local storage
 2 x 3.2TB NVME
 4 x GPU NVIDIA V100 (Volta) with

16GB HBM2.
 Single Port Mellanox EDR
 GPFS via one fiber link 10 GBit



Next Steps:
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 Outline of upcoming tasks:

 Flatten the “polygon” vector.

 Complete CUDA implementation and evaluate.

 Assess the use of SoA for octree nodes.

 Ongoing development to port ERO2.0 code to 

GPU.
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M. Augusto Maidana Silanes
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Thank you
Any questions?
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