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Simulations/HPC to model the hot plasma
▪ Fusion reactors are extremely complex to build 
▪ Numerical simulations are an essential tool to help their design 
▪ But are also extremely demanding both in terms of models and resources

Coupling between different fields… 

▪ Electromagnetic 
▪ Plasma physics kinetic, gyrokinetic, 
▪ Two-fluids, 
▪ MHD models
▪ Material science plasma-wall interactions
▪ Wave physics heating systems
▪ Engineering not included! 

with different space/time scales…

… and HPC motifs and their hardware 
implementations  

x x
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Exascale: more is more…
TCV@EPFL
100 Teraflops

ITER: 500x TCV
100 Petaflops 

DEMO: 5000x TCV
1 Exaflops

JT-60SA: 100x TCV
10 Petaflops

High-Fidelity Simulations:
● Better capture spatial and temporal scales
● Enhanced resolution
● Improved accuracy
● Multi-Physics simulations
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Unprecedented level of heterogeneity

▪ GPUs are dominating the Top500

▪ but the CPU/GPU combo is rarely the 
same vendor-wise

▪ And there is more to come:
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Where We Are: The End of Dennard’s Scaling

½.C.V2.f > V.Ileak

½.C.V2.f ~= V.Ileak

Frequency scaling is dead, Energy Efficiency is king
- Power wall: Perf/J is constant 
- Memory wall (mem t.p. < arithmetic t.p.)
- ILP wall, now TLD, DLP is taking over with highly 

specialised accelerators (GPUs…)

Parallel performance

Frequency Scaling Era, the “free lunch”
- Perf/J increasing
- Memory throughput = arithmetic throughput
- ILP is exposed to programmers 
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Leak

Rapid evolution of computing hardware leads 
to:

- Frequent rewrite of software
- Unsustainable development efforts
- A suboptimal use of the hardware

Either:
- Focus on a specific hardware target to 

get maximum performance
- Or go portability/
- A good trade-off: separation of concern 

between front-end (science) and 
back-end (software/hardware)

Unprecedented Heterogeneity Means Unprecedented 
Software Challenges

Programming revisited, Thomas C. Schulthess (CSCS)

Nature Physics - 2015

https://www.proquest.com/docview/1766112104?sourcetype=Scholarly%20Journals#
https://www.proquest.com/docview/1766112104?sourcetype=Scholarly%20Journals#
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Leak

Adopt High-Level Programming Languages and Frameworks:
● Use of High-Level Languages: Languages like Python, Julia, and modern C++ offer more abstraction and 

ease of use compared to traditional HPC languages like Fortran (which is lagging behind) or C.
● Parallel Programming Libraries: Utilize libraries such as MPI for distributed computing, OpenMP for 

shared-memory parallelism, and CUDA or SYCL for GPU programming to manage complexity.

Leverage Domain-Specific Languages (DSLs) or Reusable Libraries:
● DSLs can simplify programming by providing constructs tailored to specific domains, hiding low-level 

implementation details.
● Mathematical Libraries: Leverage optimized libraries like BLAS, LAPACK, and PETSc for common 

computational tasks.

Enhance Collaboration and Code Sharing/Dissemination:
● Version Control: Use Git and platforms like GitLab dedicated for collaborative development.
● Open-Source Contributions: Share improvements and adaptations with the community to foster 

collective progress.

Bridging the Productivity Gap
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Implement Verification and Validation (V&V):
● Code Verification: Regularly test code against analytical solutions or benchmarks to ensure 

correctness.
● Model Validation: Compare simulation results with experimental data to validate models.

Apply Uncertainty Quantification (UQ):
● UQ Tools: Integrate UQ methods to assess the impact of input uncertainties on simulation 

outcomes.
● Statistical Analysis: Use probabilistic approaches to quantify confidence levels in results

The EUROfusion Standard Software is a great framework to bridge the gap!

Bridging the Productivity Gap
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Co-design: 
● Optimization of software and hardware simultaneously to meet requirements
● Foster close collaborations between hardware architects, software developers and domain 

scientists

More attention to compiler technologies:
● Automated code tuning 
● Energy-efficient algorithms (specialized LLVM IR/backends…)

Massive energy consumption:
● Energy consumption will go up as performance will increase
● Energy-efficient algorithms must be developed to circumvent the end of Dennard’s scaling (e.g. 

data locality to avoid data movement)

I/O bottlenecks:
● Massive data generation
● Imbalance and data read/write bottlenecks
● Filesystem scalability

Bridging the Productivity Gap
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It’s Dangerous to Go Alone…

A View of the Parallel Computing Landscape
“Writing programs that scale with increasing numbers of cores should be as easy as writing 
programs for sequential computers.”

ACH

…but the ACHs are here to help!

TSVV
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Thank you!


