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£PFL  Simulations/HPC to model the hot plasma
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//fb\\\ = Fusionreactors are extremely complex to build
\\K,///))) = Numerical simulations are an essential tool to help their design
= = But are also extremely demanding both in terms of models and resources

... and HPC motifs and their hardware
Coupling between different fields...
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) High-Fidelity Simulations:

Exascale: more is more...

Better capture spatial and temporal scales

Enhanced resolution
Improved accuracy
Multi-Physics simulations

The resolution of global climate models has improved

1. First IPCC assessment report (1990)

Mid 1970s

2. second |
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Development of Climate Models
Mic 1380s Eary 1930s Early 2000s Today
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TCV@EPFL
100 Teraflops

JT-60SA: 100x TCV
10 Petaflops

ITER: 500x TCV
100 Petaflops

DEMO: 5000x TCV
1Exaflops
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* GPUs are dominating the Top500

= but the CPU/GPU combo is rarely the
same vendor-wise

= And there is more to come:
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=zpr.. Where We Are: The End of Dennard’s Scaling
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Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2021 by K. Rupp

Frequency Scaling Era, the “free lunch” Frequency scaling is dead, Energy Efficiency is king
- Perf/J increasing - Power wall: Perf/J is constant
- Memory throughput = arithmetic throughput - Memory wall (mem t.p. < arithmetic t.p.)
- ILP is exposed to programmers - ILP wall, now TLD, DLP is taking over with highly

» SCITAS specialised accelerators (GPUs...)
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Rapid evolution of computing hardware leads
to:

- Frequent rewrite of software

- Unsustainable development efforts

- A suboptimal use of the hardware

Either:
- Focus on a specific hardware target to
get maximum performance
- Or go portability/
- A good trade-off: separation of concern
between front-end (science)and
back-end (software/hardware)

= SCITAS

Unprecedented Heterogeneity Means Unprecedented

Physical model

Mathematical description
Wind pv =-Vp + pg - 2Qx(pv) +F
Pressurep =- (€pa/Cy) pV-v + (Cp‘l/fv.z‘UQh
Temperature pc 7= p+Q,
Water pg? ==V - F'=(I'+I)
P‘W =V. (pt,f.,, FH) + |Uf
Density p =p[Ry (1+(R,/R4~1) q°= q'~¢/) T1"

Domain science and applied mathematics

= + Algorithmic description © —( ' —  — @
data(i+l,3j,k) + data(i-1,j,k) + / |
data(i,j+1,k) + data(i,j-1,k); .
Imperative code

Computer engineering

Compilation

Computer

Programming revisited, Thomas C. Schulthess (CSCS)
Nature Physics - 2015


https://www.proquest.com/docview/1766112104?sourcetype=Scholarly%20Journals#
https://www.proquest.com/docview/1766112104?sourcetype=Scholarly%20Journals#
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Bridging the Productivity Gap
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®
Adopt High-Level Programming Languages and Frameworks:
N4

— e Use of High-Level Languages: Languages like Python, Julia, and modern C++ offer more abstraction and
ease of use compared to traditional HPC languages like Fortran (which is lagging behind) or C.
e Parallel Programming Libraries: Utilize libraries such as MPI for distributed computing, OpenMP for
shared-memory parallelism, and CUDA or SYCL for GPU programming to manage complexity.

Leverage Domain-Specific Languages (DSLs) or Reusable Libraries:
e DSLs can simplify programming by providing constructs tailored to specific domains, hiding low-level
implementation details.
e Mathematical Libraries: Leverage optimized libraries like BLAS, LAPACK, and PETSc for common
computational tasks.

Enhance Collaboration and Code Sharing/Dissemination:
e Version Control: Use Git and platforms like GitLab dedicated for collaborative development.
e Open-Source Contributions: Share improvements and adaptations with the community to foster
collective progress.

= SCITAS
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= SCITAS

Bridging the Productivity Gap

Implement Verification and Validation (V&V):
e Code Verification: Reqgularly test code against analytical solutions or benchmarks to ensure

correctness.
e Model Validation: Compare simulation results with experimental data to validate models.

Apply Uncertainty Quantification (UQ):
e UOQ Tools: Integrate UQ methods to assess the impact of input uncertainties on simulation
outcomes.
e Statistical Analysis: Use probabilistic approaches to quantify confidence levels in results

The EUROfusion Standard Software is a great framework to bridge the gap!
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Bridging the Productivity Gap

Co-design:
e Optimization of software and hardware simultaneously to meet requirements
e Fosterclose collaborations between hardware architects, software developers and domain
scientists

More attention to compiler technologies:
e Automated code tuning
e Energy-efficient algorithms (specialized LLVM IR/backends...)

Massive energy consumption:
e Energy consumption will go up as performance will increase
e Energy-efficient algorithms must be developed to circumvent the end of Dennard's scaling (e.qg.
data locality to avoid data movement)

1/0 bottlenecks:
e Massive data generation
e Imbalance and data read/write bottlenecks
e Filesystem scalability



EPFL  |t’'s Dangerous to Go Alone...

N\ ...but the ACHs are here to help!
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Software

Applications

NVIDIA

:l intel.
AMD

A View of the Parallel Computing Landscape
“Writing programs that scale with increasing numbers of cores should be as easy as writing
= SCITAS programs for sequential computers.”
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Thank you!

= SCITAS



