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Gysela Past and Future

▪ 2D/4D
▪ MPI/Kokkos

▪ 5D
▪ MPI/OpenMP
▪ Optimised up to 730k CPU 

cores
▪ Relative efficiency of 85% on 

more than 500k cores and 
63% on 730k cores on 
CEA-HF (AMD EPYC 7763)

▪ Petascale resources: ∼ 150 
millions of hours / year (GENCI 
+ PRACE + HPC Fusion 
resources)

Gysela (Fortran) Gyselalib++ (C++) so far…



▪ CI:
• unit tests
• code conventions
• best practices
• common bug detection
• forced documentation

Gyselalibxx

https://github.com/gyselax/gyselalibxx/

https://github.com/gyselax/gyselalibxx/
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(2X-2V) semi-Lagrangian code for axisymmetric neoclassical simulations
■ All the pieces of the puzzle are being put together

■ 2D advection in (r , θ) + 1D advection in v
∥

■ Non-uniform 1D and 2D splines including special treatment of the O-point

■ 2D poisson solver in (r , θ)

■ 2D collision operator (v
∥

, μ)

■ translated from GYSELA F90 into C++ & Kokkos (3.79x speed up between 1 

Genoa node and 1 AMD node)

■ libkoliop with an interface for both GYSELA F90 and Gysela-X++

■ MPI transposition

■ Objective: end 2024 (EoCoE-III milestone)

■ Designed to work on multi-GPU optimization but also for physics:

■ Neoclassical effects with shaping and impurities
[PhD L. De Gianni]

Work In Progress: Gysela-Axi



VOICE - Vlasov Open boundary Ion 
Coupling to Electrons

GYSELA
5D Vlasov Solver

▪ Backward semi-Lagrangian 
Advection on uniform cubic splines

▪ Penalisation for walls
▪ Collision operator

3D Poisson Solver
 

▪ Finite Elements in (r, 𝜃)
▪ Fourier Transform in 𝜑

VOICE
2D Vlasov Solver
 

▪ Backward semi-Lagrangian 
Advection on arbitrary degree splines      
(SeLaLib)

▪ Penalisation for walls
▪ Collision operator

1D Poisson Solver

 
▪ Finite Elements

[https://github.com/selalib/selalib]



VOICE - Vlasov Open boundary Ion 
Coupling to Electrons

See [E. Bourne et al., 2023] for numerics & [Y. Munschy et al., 2023] for physics



Voicexx first GPU implementation



Overlapping I/O and computations



Voicexx first GPU optimisations



Strong Scaling on Leonardo (A100)



Strong Scaling comparisons

CPU versus GPU GPU: AMD-MI250XGPU: NVIDIA V100



Gysela-X++ : Challenges

H Bufferand et al 2022 Plasma Phys. Control. Fusion 64 055001

Patches are required to manage 
the geometry
- Poisson over patches

- Advection over patches

- MPI load balancing

→ SL scheme for multi-patches
[P. Vidal (IPP) PhD 
2022-2025]

→ 2D multi-patch Poisson solver
[A. Hoffmann (IPP) PhD 
2023-2026]



▪ First results from Voicexx are very promising
• Good scaling
• Large number of points in X is possible
• Portable on both Nvidia and AMD GPUs
• Detailed comparisons with the Fortran version should be carried out

▪ Gysela-Axi is almost ready
• Larger simulation will give more pertinent performance analyses
• First simulation with wide interest for physicists

▪ Work on GyselaX++ is progressing well
• Patches are non-trivial but will allow new physical studies

Conclusions



VOICE - Vlasov Open boundary Ion 
Coupling to Electrons

▪ Poisson solver : FEM (spline basis)

▪ Advection : semi-Lagrange (spline basis)

▪ Collision operator : FDM

▪ Source terms : Runge-Kutta

▪ Output for diagnostics






