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Involvement & Project Status



Involvement in the EUROfusion ACH-EPFL
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⇒ Total involvement in the EUROfusion ACH-EPFL: 6PMs

Projects:

▪ Support to the kinetic module of JOREK (JOREK-particles): 5.4PMs

▪ Task 1: Implement native HDF5 parallel IO for JOREK particles

▪ Task 2: Benchmark of the JOREK particles collision operators

▪ Task 3: Support the porting of JOREK particles on GPUs

▪ Visualization tools - Real-time dynamics and ParaView solutions: 0.6PMs

⇒  Not reported here, please see F. Cabot presentation: “Visualization tools - Real-time dynamics and ParaView 
solutions” (@ ~12h40 on Wednesday 27th of November 2024)



Tasks agreed for the JOREK ACH-EPFL support 2024
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Task
1 – Implement native HDF5 

parallel IO for JOREK particles
2 – Benchmark of the JOREK 
particles collision operators

3 – Support the porting of 
JOREK particles on GPUs

Description

Implement native parallel 
HDF5 IO for removing 

one-node memory limit for 
JOREK-particles IO 

(MPI_Gatherv)

Benchmark JOREK-particles 
binary collision operator 

(non-relativistic) against the 
relativistic Langevin solver

Provide support for the 
porting of JOREK-particles to 

GPU via OpenMP and 
OpenACC pragmas

Status PARTIALLY COMPLETED IN PROGRESS PENDING

Issues

Adjustments required before 
merging with JOREK 

production branch, impossible 
to access to LEONARDO for 
large performance testing

Delays with development of 
native HDF5 parallel IO, 

adaptation of the present 
implementation likely required

Insufficient number of PMs

Remaining actions to perform 
before completion

Performance testing of native 
HDF5 parallel IO with large 

datasets on LEONARDO and/or 
JED clusters

Adapt present code for 
performing meaningful 

benchmark, test & unit test 
adaptation, perform 

benchmarks

not planned for ACH projects 
anymore; covered by TSVV 8 
itself with additional external 

support
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Status of the task N# 1: implement native 
HDF5 parallel IO for JOREK particles



Task 1: premises and constraints for implementing native HDF5 parallel IO
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Example of JOREK-particle write  in production Example of JOREK-particle reading  in production

 

 

Objective:

Maximum number of particles limited by the available memory in one node

⇒ Improve scalability implementing native parallel HDF5 writing operations

Constraints:

▪Full (retro) compatibility with already existing JOREK-particles HDF5 files

▪Preserve present implementation of JOREK-particles routines without duplications

▪Do not degrade the performance of the JOREK-particles IO routines

▪Provide unit tests and documentation



Task 1: status of the native HDF5 parallel IO implementation
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Create particle 
group in HDF5 file

(MPI) Gather 
information for 
particle write 

Transform particle 
list to set of arrays 

(OpenMP acc.)

Parallel write of 
array in HDF5 file

Master task writes 
common particle 

(group) data 

Deallocate arrays

 

Parallel read of 
common particle 

(group) data

Compute N# 
particles & offset 
of each MPI task

Allocate & read 
particle arrays

Allocate & initialize 
task particle list

Copy array to 
particle list 

(OpenMP acc.)

Deallocate arrays

 

Particle IO fully restructured:

▪MPI (All)Gather only instanced 
once for retrieving particle info

▪Data copy to/from particle list 
to/from arrays done only once

⇒ Full OpenMP enabled

⇒ May induce a slighter 
increase of memory usage

▪MPI_Gatherv calls wrapped in 
common subroutine with native 
HDF5 parallel write

⇒ MPI_Gatherv moved in 
common HDF5 module 
(available to all code)

▪Group properties wrote only by 
the master task

⇒ Assumed to be the same 
for each MPI task



Task 1: further details on the native HDF5 parallel IO implementation
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combined MPI_Gatherv / native parallel HDF5 native parallel HDF5 read native parallel HDF5 write 

Execute native parallel 
HDF5 otherwise

Execute serial HDF5 
write if required

Gather array 
from all MPI

Use Gatherv?

Write data 
hyperslab in HDF5

Write all array 
in HDF5 dataset

Set property for IO

Create memory 
space & dataset

Get array size

Allocate array

Select 
hyperslab and 

read array

Simple read 
of the dataset



Task 1: additional implementations and remaining subtasks
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Additional subtasks performed:

▪Implemented HDF5 write/read arrays for:

▪1D-characters, 3D-integers, 3D-double, 4D-double, 5D-double

▪Implemented reading routines for allocatable arrays 

▪Implemented helping routines for:

▪Get dataset rank, dimensions and shape, set parallel IO properties

▪Implemented unit tests for:

▪HDF5 I/O routines, particle I/O routines, action wrappers for I/O

▪Extensive documentation in the code

▪Tested backward compatibility & parallel I/O operations

Pending subtasks before completion:

▪Performance test on large datasets on Leonardo HPC

⇒ Waiting access to Leonardo HPC (CINECA authentication system down)

⇒ Granted access to EPFL-JED cluster, installation of JOREK on JED underway

▪Generate documentation for JOREK wikipage
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Status of the task N# 2: benchmark of the 
JOREK particles collision operators



Task 2: binary collision vs relativistic Langevin solver 

•  

C. Sommariva | 2nd Annual Meeting of EUROfusion HPC ACHs | 27 November 202412

Relativistic Langevin solver [Särkimäki 2018]

▪Langevin solver for Fokker-Planck (SDE) collision operator

▪Computes relativistic Coulomb collisions between particle 
or guiding center w background plasma (relativistic only)

▪Relativistic Fokker-Planck operator defined by advection, 
parallel & perpendicular diffusion coefficients

▪Fixed-time step implementation only

▪Implemented relativistic Coulomb logarithm w & w/o 
Hesslow’s partial screening [Hesslow 2018]

▪Background plasma modeled by Maxwell-Jüttner distribution 
based on MHD fields

▪Benchmarked against DREAM code [Hoppe 2021] using the 
Bump-on-Tail test case [jorekwiki] 

Binary & Langevin schemes solve different physics (relativistic/non-relativistic)
⇒ Unclear meaning of a direct benchmark



Task 2: extension of binary collision to relativistic collisions 
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•  



Task 2: binary collision kernels 

•  
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Task 2: sampling particle from background plasma & foreseen benchmarks 
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•  

Modified Canfield method as proposed in tab.II of [Zenitani 2022]
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Conclusions & Future work



Conclusions
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▪ Implement of native HDF5 parallel I/O for JOREK-particles:

❑ Restructured I/O operations w OpenMP accelerated particle list – array copy operations

❑ Implemented hybrid MPI_Gatherv / parallel HDF5 writing routines 

⇒ Adapted HDF5 writing routines to native HDF5 parallelization

⇒ Implemented hybrid MPI_Gatherv / parallel HDF5 writing routines

⇒ Implemented writing operations for additional datatypes

❑ Restructured/improved parallel HDF5 reading routines

⇒ Implemented reading method for additional datatypes

⇒ Implemented reading method for allocatable arrays

❑ Unit tested and tested backward compatibility of HDF5 and particle I/O routines

▪ Benchmark of the JOREK-particles collision operators:

⇒ Identified suitable strategy for sampling particles from Maxwell-Jüttner distribution

⇒ Identified numerical scheme for performing relativistic binary particle collisions

⇒ Identified suitable relativistic collision kernels: Takizuka-Abe & Nambu-like collision kernels



Future work
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▪ Actions for task 1 completion:

❑ Performance test of new JOREK-particles IO routines on large datasets

⇒ Install JOREK on JED & perform tests

⇒Waiting for access to CINECA-Leonardo supercomputing

❑ Write documentation in JOREK wiki server

▪ Actions for task 2 completion:

❑ First implementation & unit testing of relativistic binary collision operator

⇒ Introduce random sampling of Maxwell-Jüttner distribution

⇒ Implement kinematic of relativistic binary collisions

⇒ Implement relativistic Takizuka-Abe like collision kernel

❑ First benchmark between Binary (Takizuka-Abe) and Langevin collision operator

⇒ Relaxation towards Maxwell-Jüttner distribution

⇒ Bump-on-tail distribution

❑ Implementation of relativistic Nambu-like collision kernel and benchmarking 
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Thank you for the attention!
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