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BIT1: Introduction
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● BIT1 is an electrostatic 1D3V PIC + 2D3V direct Monte 
Carlo code for plasma simulations. 

● Input: Particle, heat sources, geometry and divertor 
material

● Simulated particle species: El, D (H, T), Li, He, Be, O, ...

● Highly accurate → 5x106 cells →capability to simulate 
whole SOL

● Language: C

● Libraries: No external libs

● Parallelization: MPI using domain decomposition
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BIT1: Algorithm
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● BIT1 is a Particle-in-cell (PIC) code
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BIT1: Project
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● Project: develop a GPU version of the BIT1

● Work plan:
● OpenACC
● Target routines: 

● Move0: particle pusher.
Leap-Frog scheme, adjusts solver to the given magnetic field configuration
No core communication is required 

● Arrj: arranjing particles into proper cells and cores
No core communication is required
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BIT1: Difficulties

● Error: Segmentation fault

● Complex data structure
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● Global variables



BIT1: Difficulties

● Function pointers

● Demanding large amount of memory
slurmstepd: error: Detected 1 oom_kill event 

● Requires a large #steps to generate output file results

● OpenACC errors:
Complex loop carried dependence of nstep->,vx->,vx->->,np->->,vx->->->,x->,x->->->,x->->,np-> prevents parallelization
Loop not vectorized/parallelized: not countable
Inner collapsed loop bounds are not invariant in outer loop.
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BIT1: Implementation
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BIT1: Work in progress
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● Results:

move0: No acc: 43.58 s Total: No acc: 509.21s
Acc:   2.16 s Acc: 582.03s

Reduction=95.6% Speedup  20x⇒ Increment=14.3% Speedup  0.87x⇒

● Next Steps:
● Improve data movement CPU ↔ GPU
● Introduce OpenACC on arrj routine

ACH@CIEMAT-BSC | 2nd Annual Meeting of EUROfusion HPC ACHs | 27th - 28th November 2024, Barcelona, Spain 



10

XTOR-K

ACH@CIEMAT-BSC | 2nd Annual Meeting of EUROfusion HPC ACHs | 27th - 28th November 2024, Barcelona, Spain 

Eduardo Cabrera



• XTOR-K is a HPC totally implicit hybrid fluid-kinetic model with a Particle in Cell (PIC) Boris-Buneman 
particle pusher applied to one or more populations of kinetic ions making possible to simulate the 
couplings between the Alfvénique spectrum and ionic kinetic effects.

• It couples in a self-consistent manner the time advance of a complete set of bi-fluid equations in full 
tokamak geometry (thermalized plasma electron and ions background) with a 6D PIC method 
accurately integrating the trajectories of selected ion populations, making accessible new families of 
instabilities which are not allowed in a simplified framework such as magnetohydrodynamics.

• It is implemented in Fortran2008, parallelised with MPI and OpenMP already.

XTOR-K: Background
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XTOR-K: Current status and objective

• The kinetic part of the code is dominant in terms of computer time consumption. 

It uses a PIC time advance scheme.
●  Interpolate_eb_fields has been identified as 

the most consuming-time subroutine.

• Porting such kinetic parts onto GPU’s is twofold:
 To increase significantly the number of markers used in the PIC advance.
 To reduce the numerical noise inherent to this method.
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XTOR-K: Work done

• All kinetic related subroutines (6) were ported to GPU using OpenACC.

The fluid part is still working properly. (CPU)

Interpolate_eb_fields  subroutine could not be totally ported since it has a return statement inside 
it.
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XTOR-K: Work in progress

• XTOR-K is being refactored

 To get rid of such return statement

 Reordering some do-loops
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ERO2.0
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ERO2.0: Introduction

• ERO2.0 simulates plasma-wall interaction and global material 
migration in fusion devices.

• The goal: Accelerate computations by transitioning to GPUs, 
leveraging new accelerator technologies.

• Benefits: Faster simulations, better scalability, and alignment 
with modern computational trends.
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What is ERO2? Why Migrate?
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ERO2.0: Migration overview

• Moved from CPU-based parallelism (OpenMP, MPI) 
to GPU-based design (OpenACC, CUDA).

• Objective: Enable the architecture to support 
massive parallelism for GPU environments.

• Strategy: Focus on adapting critical sections while 
preserving algorithmic integrity.

17

The load imbalance caused 
by the variability in the 
particle simulation times. 

We develops several Proof 
of concept to fix the 
imbalance.
The better was the third one

69.07%

g3d/
│
├── PolygonTypes.h
├── TrianglePolygon.h
├── TrianglePolygon.cpp
├── QuadPolygon.h
├── QuadPolygon.cpp
├── PolyMesh.h
├── PolyMesh.cpp
├── PolyMeshSet.h
├── PolyMeshSet.cpp
├── Ray.h
└── Octree.cu

Transitioning from CPU to GPU
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ERO2.0: Challenges and solutions

● Virtual Functions:

–     Problem: Inefficient and unsupported on GPUs.

–     Solution: Static polymorphism using std::variant and std::visit.
● STL Containers:

– Problem: GPU incompatibility with std::vector.

– Solution: Replaced with thrust::device_vector or custom GPU-
friendly wrappers.

● Recursion & Exceptions:

–     Problem: Recursion and throw are problematic on GPUs.

–     Solution: Converted recursion to iteration and replaced 
exceptions with return codes.
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Polygon

Quad Triangle

Overcoming Migration Hurdles
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ERO2.0: Parallelization Strategy

● Dual approach: OpenACC for loop parallelization and 
CUDA for kernel optimization.

● Migration of G3D classes to support GPU operations.

● Optimized Octree functions for efficient polygon distance 
computations.

● Goal: Achieve high utilization of GPU resources.
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Maximizing Parallel Performance
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ERO2.0: Current work status – Static Polymorphism

● Manual adaptation: Replaced calls to Polygon with PolygonType 
using std::variant and std::visit.

● Files updated: Ero2Simulation.cpp, Particle.cpp, Pfc.cpp, 
PsiManager.cpp, TelescopeCam.cpp, WideViewCam.cpp.

● Result: Eliminated dynamic polymorphism in favor of static 
polymorphism.

20

std::visit

Replacing Dynamic Polymorphism

// Using std::variant to store different polygon types
using PolygonVariant = std::variant<TrianglePolygon, QuadPolygon>;

// Function that applies the correct method based on the polygon type
using PolygonVariant = std::variant<TrianglePolygon, QuadPolygon>;
double calculateDistanceSq(const PolygonVariant& polygon) {
    return std::visit([ ](const auto& poly) {
        return poly.getDistanceSq();
    }, polygon);
}
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ERO2.0: Current work status – GPU compatibility

● STL Replacement:

–     Replaced all STL containers like std::vector in GPU-parallelized areas 
with thrust::device_vector.

–     Developed custom GPU-compatible wrappers where necessary.
● Recursion and Exceptions:

–     Converted recursive methods to iterative implementations (e.g., BFS).
–     Removed exceptions, using return codes for error handling on GPU.
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wrapper classes

Adapting to GPU Constraints
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ERO2.0: Next Steps

● Finalize code adjustments: Debug, refine, and compile 
remaining tasks.

● Test and validate: Run comprehensive tests, comparing GPU 
and CPU results for accuracy and consistency.

● Optimize for performance: Fine-tune the code to maximize 
computational efficiency and resource usage.

● Deliverable: A functional, optimized GPU version ready for 
deployment.
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Thanks for your attention !
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