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ACH at CIEMAT / Barcelona Supercomputing Center (BSC), one 
of the 5 ACHs (IPP, EPFL, VTT, IFPiLM)

• BSC hosts one of ACHs in HPC 
• Involves three groups at BSC:7 people in 

Fusion Group
• 2 people in Operations
• 2 people in Best Practices for Performance 

and Programmability (BePPP)
• Total effort: 328 pm in 2021-2025
• From 2024 on, at full size of ~100 pm/year
• We work with: JOREK, GENE-X, BIT1, ERO2, 

SOLPS, SPICE2, X-TORK, STELLA, SPEC, 
BOUT++ and KNOSOS.



BIT1-firsts analysis. Paraver tool

BIT1
• BIT1 is an electrostatic 1D3V PIC  

direct Monte Carlo code for plasma 
simulations used to edge plasma 
simulations. 

• The first Analysis of performance 
was done by the Operation group. 

• MareNostrum 4
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BIT1-firsts analysis

BIT1-MN4
• Intel Compiler 2020.1
• MPI: IMPI 2018.4
• Input file: Sheath_c8.inp
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BIT1-firsts analysis of efficiency

Input file: Sheath_c8.inp
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BIT1-firsts analysis of load balance

Input file: 
Sheath_c8.inp



BIT1-Efficiency in MARCONI

• In several execution of BIT1 in MARCONI cluster, tested using HPCMD
monitoring tool, during several months of 2023 was detected a low 
efficiency measure in Gflops.

• BIT1 resource-intensive jobs: utilizing 192 nodes for 24 hours, resulting in 
4600 node-hours. Inputs filed N_aELM_A, N_CU, 9_CU.

• Vectorial operations were not founded in the reported files 

• Table of example by sockets shows an efficiency of 0.19% 

Job_comp_eff (%) = GF / ( peak) * 100

Peak in MARCONI is aprox. 3200 Gflops
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BIT1-Efficiency in MN4
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Extrae/Paraver analysis

8 nodes (100 it.) [0.34%]
(2000 it) [0.61%] 

BIT1 with -O3 flag. We identify Vectorial 
instructions using Objdump tool. (Not with –
O2 flag) 



BIT1-Efficiency in MARCONI
HPCMD tool in MARCONI

Time (sec)Nodes/socke
ts

caseCompilation 
FLAGs

̴152001 /2DCSM_0_e21_c8.inp-O2

̴16001 /2DCSM_0_e21_c8.inp-O3 - Vect

̴154001 /2DCSM_0_e21_c8.inp-O3 - Vect

̴1680064/128BIT1_N_CU.inp-O2

̴189064/128BIT1_N_CU.inp-O3

̴1720064/128BIT1_N_CU.inp-O3

̴189564/128BIT1_N_CU.inp-O3 - Vect

̴1075128/256BIT1_N_CU.inp-O2

̴9700128/256BIT1_N_CU.inp-O3 - Vect

̴1600192/384BIT1_N_CU.inp-O3
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BIT1-Efficiency in MARCONI
HPCMD tool in MARCONI

With –O3 –Vect flags we identify vectorial operations
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HPCMD tool in MARCONI

Cases with 64 nodes and 192 nodes.

BIT1-Efficiency in MARCONI
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BIT1-Efficiency in MARCONI

HPCMD tool in MARCONI

More time steps
Continues the stable 
efficiency.

Not relevant 
influence of the O2 
or O3 option.
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BIT1-Efficiency in MARCONI

HPCMD tool in MARCONI

Influence of the reordering function 
grows with time steps

Restart files! We reinitiate from
time step>1 171 000 000 
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BIT1-Efficiency in MN4

Previous test 

in MN4
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BIT1-GPU tests

• The four most time-consuming subroutines are 
"fdistr", "avq_1", "Ep_p" and "arrj". 

• dfdiag.c, that call subroutine fdistr, is a diagnostic 
function. In order to generate a “clean code” we 
eliminate this call. Ep_p is part of this calls.

• Subroutine avq_1() (exist several instances of avq)

• Arranger.c is arrj()  we use the arranger_1.c. Is the 
reordering particles function.

• We starts using OPENAcc paradigm. 
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CTE-POWER 9 
2 login node and 52 compute 
nodes, each of them:

• 2 x IBM Power9 8335-
GTH @ 2.4GHz (3.0GHz 
on turbo, 20 cores and 4 
threads/core, total 160 
threads per node)

• 512GB of main memory 
distributed in 16 dimms
x 32GB @ 2666MHz

• 2 x SSD 1.9TB as local 
storage

• 2 x 3.2TB NVME
• 4 x GPU NVIDIA V100 

(Volta) with 16GB 
HBM2.

• Single Port Mellanox 
EDR

• GPFS via one fiber link 
10 GBit

Starting using OPENACC 
directives in CTE-Power 



BIT1-GPU tests
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void avq_1(int iisp)
#pragma acc data copyin(iisp,nsp,ng,nc,limit1,np[0:nsp][0:ng+1],x[0:nsp][0:ng+1][0:limit1]) 
copy(srho[0:nsp][0:ng])
{
#pragma acc parallel loop
for (j=0; j<=nc; j++)
{

#pragma acc loop seq
for (i=np[iisp][j]-1; i>=0; i--)      /* Accumulate n and V */
{

srho[iisp][j]   += 1.0-x[iisp][j][i];  }   }

#pragma acc data 
copyin(iisp,nsp,ng,limit1,tesca,eesca,qesca,bmag,sn,cs,np[0:nsp][0:ng+1],vx[0:nsp][0:ng+1][0:l
imit1],vy[0:nsp][0:ng+1][0:…
#pragma acc data 
copy(Vxef[0:ng],Vyef[0:ng],Vzef[0:ng],Tx[0:nsp][0:ng],Qh[0:nsp][0:ng],Qtot[0:nsp][0:ng],T_dif[0:
nsp][0:ng],Vx[0:nsp][0:ng…
{



BIT1-GPU tests
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BIT1 is a one-dimensional PIC code, which means that it treats a big number of particles in big 
domains, and for each of them a relatively low number of calculi must be performed. 
Not so good to use in a GPU.

Using OPENAcc, the computing time increase four times aprox. IN CTE-power & Leonardo
Problem: we can´t copy to the GPU in each time step this amount of data.

Solution: copy the data out of the time loop, and them, make the whole operation into the GPUs 
avoiding MPI communications.

New problem: in a small case, this can be do it. But in the big cases, there are not enough 
GPUs memory to do it.

Solution: Divide the data into several GPUs, and incorporate GPUs communications. 

But: I afraid that we will have the same problem that we have in MPI case.



BIT1
Conclusions

Efficiency in MARCONI and MN4:
• new FLAGS to turn on vectorization, but not relevant inf efficiency measures. We are exploring other possibilities.
• For “few” time steps (less than millions) the behavior is acceptable
• For high time steps (>1 170 000 000) very low efficiency. Disbalance of nonlinear plasmas.
• We get an input file to be run with big disbalance from first stages to analyze and try to improve efficiency.
• A new load balanced version of BIT1 is under development. 
• Last week we received a new input file with in-balance from the very beginning.

GPU porting

• The first tests were not satisfactory. Even using a version avoiding spurious communication and diagnostics.
•  A version of BIT1 for work in GPU will need a considerable reformulation of the engineering of the code to reach 

improvements.
• We need to test MN5
• Other studies shows improvements using inputs files for a few nodes. 
• We are exploring options with better manage of memory in OpenAcc.
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