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Status at a glance: software development

• Eiron: software development phase done
• Domain decomposition implemented
• Pipeline for running simulations/benchmarks on Mahti
• Public dashboard for looking at benchmark results
• Ready to release version 0.1.0

• KDMC prototype: implemented
• New kinetic-diffusive simulation scheme
• Simple time stepped estimation scheme
• Globally constant BGK operator for testing purposes
• WIP: Thijs Steel is working on a fluid estimator for the KDMC

scheme
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Status at a glance: what’s missing

• Eiron: missing features
• Smart load balancing
• Different memory layouts for grids
• Some charon parameters can’t be tuned at runtime

I think these can be left out of scope from the first paper, and we
can come back to them later (unless we really really need them in
the performance paper).
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Status at a glance: research

• Eiron: performance study started
• Only started seriously benchmarking last week
• Memory effects in domain decomposition identified
• Some issues with scalability, will present on this in main Eiron

presentation
• KDMC prototype: comparisons started

• We’ve run some new experiments, and feel like the results are
promising

• Still need to run bigger experiments
• The isotropic rotation scattering might be an issue
• We therefore also want to run new experiments with a BGK

operator
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Research pipeline

To make life easier for myself, I’ve set up a rough research pipeline
to run these experiments.

• I upload an experiment to CSC’s cloud storage
• The experiment is scheduled on CSC’s supercomputers
• The results are uploaded to cloud storage
• A public web dashboard displays the results
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Research pipeline dashboard
The dashboard lets me check on multiple jobs and compare them,
and also allows me to share results quickly with collaborators.
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Selected plots
(Y-axis is runtime)
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Serial performance: box size effect
Increase box size in steps of 4x: 1282, 2562, 5122, 10242, 20482,

The runtime increase is ∼3.5x for the first two steps, ∼5.5x for the
last two.
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2048x2048 grid: domain decomposition effect
All points on this graph use the same amount of memory and
cores, but a different number of subdomains.

4x4 subdomains of size 5122 is best. One 20482 domain 12x slower.
9 / 12



Performance study: weak scaling
Weak scaling is causing some trouble.

Up to 8 or 16 procs, runtime is flattish, but then we slow down.
Most likely a communication cost.
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The plan

Now it’s a matter of tuning the performance parameters in charon
and finding a case that scales. The phase space of the performance
configuration is quite large, and I’ve only started exploring it.

After that, we’ll design a few scaling experiments that we can
publish, comparing OpenMP paralellization and MPI
parallelization.

The experiments can be replicated and shared easily, which should
make reviewing the paper easier.

We’re now at the stage where the paper will be written as soon as
I’m happy with the results.
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Thank you

Questions/Comments

Live dashboard
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https://eiron-website-lapposka-6f47ba8d06a9a1178ba126955e45d87e933bb3e7.pages.helsinki.fi/

