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Organization of WP AC
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WP AC objectives are to run a 
coherent program of TSVV 
projects and to develop a suite of 
“EUROfusion Standard” software 

Scientific objectives TSVVs 
were pre-defined by the E-TASC 
SB, prior to the TSVV CfP 
(2021-2025) 

Scientific objectives ACHs 
are defined following requests by 
code developers with approval by 
the E-TASC SB (annually) 

Monitoring of activities 
is by the E-TASC SB and the PMU

NEW (!) 
TSVV-15: Pulse Design Tool
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TSVV selection & monitoring (by E-TASC SB)

Detailed workplan with timeline, milestones, 
SMART deliverables, and risk assessment (2021-25)

Mid-term review: Fall 2023

Call: Spring 2020
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Call: Spring 2020

ACH selection & monitoring (by E-TASC SB)

Mid-term review: Spring 2024
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ACH mid-term review: Recommendations
Addressed 
Stakeholders 

Recommendations

Overall • Ensure the availability of the urgently needed Long-Term Data Storage Facility. 
• Allocate adequate resources for travel support to enable closer collaboration among code developers and ACH members. 
• Ensure the advancement of expertise within the ACH teams by investing in training and professional development programs. 
• Explore pathways to supporting an HPC/AI Summer School. 

E U R O f u s i o n 
PMU 
 

• Set up a central E-TASC website to enhance communication. 
• Establish an E-TASC online collaboration platform to continuously share best practices and provide fast support for ongoing projects. 
• Organize (bi-)annual in-person workshops between all E-TASC stakeholders focused on networking and strategic planning. 

A C H 
Coordinators

• Expand the ACH expertise in database development, particularly to manage large data sets and support the Data Management Plan. 
• Develop more competences in AI/ML methods to leverage these techniques for data validation, analysis, and optimization. 
• For HPC-oriented hubs, expand the competencies to effectively adapt to the evolution in HPC hardware & software. 
• Accelerate the development of the agreed-upon standards for the EUROfusion software stack by promoting professional software 

engineering practices. 
• Play a proactive role in proposing projects of general interest, in close collaboration with TSVVs, Thrusts, and WPs. 

C o d e 
Developers

• Engage proactively with ACHs in a one-team approach. 
• Further strengthen the involvement of ACH members in the research activities (incl. co-authorships). 
• Commit sufficient resources to support the ACH requests. 
• Define clear objectives and requirements for each request. 
• Align your activities with the recommendations of the TSVV Mid-Term Review; this includes, in particular, the completion of the 

IMASification and the dissemination of the developed tools. 
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Towards EUROfusion Standard Software
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Progress towards EUROfusion Standard Software
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Advanced Computing Hubs (cont’d)
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Allocation of tasks to be 
carried by ACHs in 2025 is 
ongoing. 
Finalization by the  
E-TASC SB on Nov 19, 2024
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• The provision of computational resources to accommodate simulations in the context of 
activities within the WPs will be primarily done using the new:

• HPC infrastructure (PITGORA, composed of a 17 Pflop/s CPU partition and a 28.2 Pflop/s GPU partition)

• Gateway cluster

• The new systems are expected to enter operation in late 2024 or early 2025, following 
acceptance tests conducted by ACHs under the supervision of the HPC Operations Committee 
that will also monitor the operation to ensure high reliability and availability of the systems to the 
users throughout the year.

• A target monthly availability of the systems of ≥ 97% as in place for Marconi-Fusion and 
Leonardo in 2024 will be pursued.

• The allocation of HPC resources for cycle 9 of production runs in 2025 will take advantage of a 
10x increase to fulfil requests from an expected similar number of projects (100+) as in 2024.

9

High Performance Computer and the Gateway cluster 
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HPC resources for EUROfusion users in 2025

HPC PitagoraProgressive entry in 
operation of  

Pitagora as of Dec 
2024

Few months overlap 
of Pitagora,  

Marconi & Leonardo  

Marconi & Leonardo 
to be kept in 

operation to avoid 
gap
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Implementation of the Data Management Plan (DMP)
Goal is to provide FAIR based data for EUROfusion experimental and simulation data (related to Grant deliverable) 

Progress and issues in 2024 
- Core services at PSNC/Gateway and participating sites [AUG, COMPASS, MAST/MAST-U, TCV,  WEST and JET (JDC - 2024)] 

Demonstrated remote data access through IMAS-based tools and protocols  (UDA client server solution) 
Security layer in UDA has been delivered, migration towards JSON plugin for simplified data mappings started on several sites 

- Population of metadata catalog ready for production use, awaiting new Gateway hardware; demonstrated at SOFT 2024 (”scenario A”) 
- IMASification of machine data  more resources and ability to move faster on data access (lack of expertise!) 
- Demonstrated ability to provide data access for user driven application needs by running a predictive transport code (ETS) for AUG, 	 	
	 WEST, [TCV,] and ITER on DMP provided data and access tools. (”scenario B”)  

Expanded use requires Authentication and Authorisation technology to be further established at all sites 
Reponsibility/willingness/ability to provide higher level data (core profiles etc) varies between sites – need an harmonized approach 

Objectives for 2025 
- Release production version of catalog for searchable metadata (waveforms) for all participating sites on the new Gateway 

Finalize automation (new data ingested as they come available) and focus on performance optimisation and content amendments based on 
user requirements. 

- Move towards providing data for user applications as a production service (TSVV codes and users) 
Toolset in place, but data authorisation need to be rolled out 
Data mappings need to be developed for specific use cases [interpretative/predictive modelling, MHD stability etc. (TSVV-01/10/11 etc.) 

- Develop the technology to integrate modelling data through SimDB as a site (facility) of its own
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Long Term Data Storage Facility (LTDSF) 
• The simulation data produced by fusion research grows exponentially and gets more valuable as it represents spend 

computational time, and EUROfusion needs to secure long-term storage for such data. 
• The storage solution shall be accessible for a minimum of 10 years, with provisions for expansion based on increasing 

data requirements. 

Digital Twins 
• The development of digital twins must be adopted to enable comprehensive, fully integrated simulations. These 

simulations should span various levels of abstraction, complexity, and reliability, encompassing not just the plasma 
itself but also external systems, control actuators, wall interfaces, and other engineering functionalities. 

• In 2025 DSD is planning to start implementing several Proof of Concept (POC) projects that tie data from engineering 
and science together and will be defined answering to the needs and possibilities identified in a gap analysis. 

Artificial Intelligence & Machine Learning (AI & ML) 
• After a set of pilot projects has been implemented in various WPs in 2024, the next step might be to consolidate 

these efforts by increasing support of the most advances projects (according to the project review in early 2025) and 
by introducing an additional ACH focused on AI & ML. 

• The effective training of AI tools will require a high-speed connection between the LTDSF, HPC, and Gateway.
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New activities (implementation will depend on available resources)
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E-TASC General Meeting (Nov 11-15, 2024)

Plenary Session 3: E-TASC and DSD beyond 2025 
• DSD — present and future (Volker Naulin) 
• E-TASC — present and future (Frank Jenko) 
• Update on the Data Management Plan (Par Strand) 
• Guided discussion: Further development of the TSVV-ACH ecosystem 
• ITER-related research gaps (Simon Pinches) 
• Guided discussion: Closing research gaps (incl. engineering & materials) 

Plenary Session 4: Code dissemination 
• Existing examples within EUROfusion (various speakers) 
• Guided discussion: Building user communities & Practical 

implementation 

Plenary Session 5: Towards EUROfusion Standard Software 
• Motivation, criteria, progress, and challenges (Frank Jenko) 
• Steps forward and the role of ACHs (Mervi Mantsinen)

Plenary Session 1: Research gaps and opportunities in simulation / theory 
• Perspective of the Plasma Science Department (Marco Wischmeier) 
• Perspective of the DEMO Central Team (Hartmut Zohm) 
• Simulation and Theory in the USA (Michael Halfmoon) 
• Simulation and Theory in the UK (Andy Davis) 

Plenary Session 2: Status and plans of the TSVVs 
• Overview talk (Frank Jenko) 
• Poster session (TSVV coordinators)

Breakout sessions: 
• PSD clarifications 
• DEMO clarifications 
• UK initiatives 
• DMP use cases demo 
• ITER clarifications 
• Benefits of open science and open source software 
• EUROfusion strategy for integrated modelling tools 
• Round table discussion for TSVV PIs 
• Round table discussion for ACH PIs

https://indico.euro-fusion.org/event/3034
Details and registration:

As of today: 78 registrations
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Some thoughts on the E-TASC / DSD future

• The ideas presented by V. Naulin still need to be discussed with the E-TASC 
Scientific Board. 

• New management positions should always be linked to tangible added value. 

• E-TASC has been operating very successfully so far; the hybrid top-down 
and bottom-up approach is fruitful, and the E-TASC SB is highly agile. 

• An update of the TSVV ecosystem for 2026-27 is warranted, and the 
continuation of the ACHs is recommended. 

• A key task for E-TASC in 2026-27 will be the dissemination and expanded 
application of the newly developed simulation tools within the WPs.


