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Running codes inside Docker

Docker images with IMAS inside

● Thanks to Docker you can deploy IMAS anywhere

● Docker images are available via Container Registry

● Tested with

○ Docker

○ Singularity

○ uDocker

https://gitlab.eufus.psnc.pl/containerization/imas/imas-installer/container_registry
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Running codes inside Docker

Real life applications

● Helena code inside Docker container

● JINTRAC

● UDA server and UDA client

● Simulation Catalogue

● CI/CD plans

○ you can test your code inside Docker

https://gitlab.eufus.psnc.pl/containerization/imas/imas-installer/-/tree/example-of-running-helena?ref_type=heads
https://docs.google.com/presentation/d/1cc9smh29mOlQQ775CPD4u-biZ7t8vscn/edit?usp=sharing&ouid=107257839932294591597&rtpof=true&sd=true
https://gitlab.eufus.psnc.pl/containerization/jintrac/jintrac-imas-installer
https://gitlab.eufus.psnc.pl/containerization/imas/imas-installer
https://gitlab.eufus.psnc.pl/dmp
https://confluence.eufus.psnc.pl/pages/viewpage.action?pageId=4161881
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Coupling Docker containers

Each code as a separate Docker container

● It is possible to couple codes manually - IMAS multi-container demo

● It is possible to couple codes inside Muscle3 - Persistent Actor Framework

https://gitlab.eufus.psnc.pl/containerization/imas/imas-multi-container-demo
https://git.iter.org/projects/IMEX/repos/persistent-actor-framework/browse/docker-compose
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Running codes inside Docker

Hello world example

repository: https://gitlab.eufus.psnc.pl/g2awisz/testing_repository

branch:     Docker/multi-container-usage

https://gitlab.eufus.psnc.pl/g2awisz/testing_repository/-/tree/Docker/multi-container-usage?ref_type=heads
https://gitlab.eufus.psnc.pl/g2awisz/testing_repository/-/tree/Docker/multi-container-usage?ref_type=heads
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How Docker based IMAS can be applied to your code

● HELENA case
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How Docker based IMAS can be applied to your code

● HELENA case -> how to run

docker run --rm -v path_to_preprocessed_files:/opt/preprocessed_files rockylinux:8.6 bash -c "./some_native_code --include /opt/preprocessed_files "

How to run Helena based docker image:
1. Run docker container with helena: docker run --rm -it helena_image
2. Set intel vars: . /opt/intel/compiler/latest/env/vars.sh
3. Navigate to helena code directory: cd /opt/helena_itm/my_stuff
4. Run Helena code: ../bin/HELENA_IDS_3381 666 1 1 root IMASDB 3.37.0

Helena based docker image pre requirements:
1. Pull build helena image from container registry -> recommended
2. Build image on your own -> Not recommended + works only on unix-based machines



© Poznańskie Centrum Superkomputerowo-Sieciowe

How Docker based IMAS can be applied to your code

● HELENA case + Python inside Docker
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How Docker based IMAS can be applied to your code

● HELENA case + Python inside Docker -> how to run 

docker run --rm -v $(pwd):$(pwd) rockylinux:8.6  bash -c "echo =========  Output && \ 
echo pre-processing script execution > $(pwd)/single_docker.txt && \
echo native code execution >> $(pwd)/single_docker.txt && \ 
echo post-processing script execution >> $(pwd)/single_docker.txt && \ 
cat $(pwd)/single_docker.txt"

========= Output 
pre-processing script execution
native code execution
post-processing script execution
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How Docker based IMAS can be applied to your code

● HELENA case + two additional Docker containers
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How Docker based IMAS can be applied to your code

● HELENA case + two additional Docker containers -> how to run

docker run --rm -v $(pwd):$(pwd) rockylinux:8.6  bash -c "echo ========= Output && echo Hello from 
docker nr. 1 > $(pwd)/chained_dockers.txt && cat $(pwd)/chained_dockers.txt" && \

docker run --rm -v $(pwd):$(pwd) rockylinux:8.6  bash -c "echo ========= Output && echo Hello from 
docker nr. 2 >> $(pwd)/chained_dockers.txt && cat $(pwd)/chained_dockers.txt" && \

docker run --rm -v $(pwd):$(pwd) rockylinux:8.6  bash -c "echo ========= Output && echo Hello from 
docker nr. 3 >> $(pwd)/chained_dockers.txt && cat $(pwd)/chained_dockers.txt"

========= Output
Hello from docker nr. 1

========= Output
Hello from docker nr. 1
Hello from docker nr. 2

========= Output
Hello from docker nr. 1
Hello from docker nr. 2
Hello from docker nr. 3

Git repository with example of chaining IMAS based images: repo

https://gitlab.eufus.psnc.pl/containerization/imas/imas-multi-container-demo
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How Docker based IMAS can be applied to your code

● Size reduction of Helena Docker Image

In order to run Helena codes inside Docker Container we’re required to have Intel OneApi installed. 
Unfortunately Docker Images containing Intel OneApi inside them weights over 15Gb. 

Solution:
In production versions of Docker Images we can install solely Intel OneApi runtimes. It allows us to reduce 
size of Image from 15Gb to 8Gb (47% space reduction). With these runtimes we’re able to run codes 
compiled with Intel OneApi compilers from previous build stage
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