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/T\) Goal: Enabling multiscale simulations
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()} Goal: Enabling multiscale simulations
&

Another Problem in Stella: Available Parallelism with MPI as it's often used in velocity space parallel mode

Distributed velocity space:

nvpa * nmu * nspec =

(2x48) x 12 x 2 = 2304 processes max -> 20 Nodes in MN5 when every process has exactly one velocity
space point. (not really ideal?)

Distributed real space:
naky * nakx * nzed * ntubes * nspec=

1115 * 558 * 64 * 1?7 * 2 = 80e6 processes -> More than full MN5 of parallelism
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Strategy: Port Parts to OpenMP

The memory models indicate that 2 processes per node would work on current platforms,
so we chose to do add OpenMP parallelism.
Focus: timestepping

~60% of runtime for timestep OpenMP parallelized and partially verified before
major refactor upstream.

Greatest missing region is and advance_implicit(20%)
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g) Whats next?

Merge OpenMP porting upstream.

With OpenMP mostly in the timestep, we find that the computation of the response terms
and the corresponding matrices is a major bottleneck. While this is initially only done in the
initialization, it's also required once the time step changes (which can happen quite often).

The next step is to find solution strategies to initialization of response terms (varying matrix
sizes).
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é:’) Background

e Code: GVEC (Galerkin Variational Equilibrium Code) is an open-source software
for the generation of three-dimensional ideal magnetohydrodynamic (MHD)
equilibria.

Programming: Fortran, OpenMP, MPI

Inputs: hmap_RZ, hmap_axisNB

Analysis: Scalability of OpenMP threads, with two inputs.

Analysis platform: MareNostrum 5 (GPP partition, 112 CPUs/node, more info)



https://www.bsc.es/ca/marenostrum/marenostrum-5

@) Structure & Focus of analysis - Input: hmap_RZ

Useful Duration @ gvec.hmap RZ.1l6omp.juntar.prv.gz

THREAD 1.1.1 ' e —é 2

THREAD 1.1.5 EE

= We observe an iterative pattern
THREAD 1.1.13 SE

EE)\D 1.1.16 — := = - - - - -

THREAD 1.1.1

THREAD 11,5, | e o o e e Within this iterative pattern we
THREAD 1.1, | e o o e o e e observe a sub-structure, which
R —— correspond to different OpenMP

THREAD 1.1.16 |e— NS TN SN DN D NN CEESG SN S S L Ee,a— -
Parallel regions.
Parallel functions in useful @ gvec.hmap RZ.16omp.juntar.prv.gz

o

—

THREAD 1.1.5 1) e s N S (A D 0 =
1) e gy (o e (=) Ee— —

1) B e e = e f o

e We observe that the repetitive

N e e pattern doesn’t change across

B iterations, therefore, our FoA will be
one iteration.
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®) Scalability - Input: hmap_RZ

Useful Duration @ gvec.hmap RZ.1l6omp.juntar.lit.prv
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A T e S M | e D e e o e I S
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 Domm T oD EmoT Do omnn O EmSD Emn EEDg OEna oo e o S  — .
THREAD L.L.LlS B = e mon o e e e e mEw o E— e~ S
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6 Useful Duration @ gvec.hmap RZ.28omp.juntar.lit.prv
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&
37 Useful Duration @ gvec.hmap RZ.56cmp.juntar.lit.prv
THREAD L.Ll.1
1.90
27 THREAD L.1.19
1.00 THREAD L.L.3T
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0 u
0 T T

16 28 56 112

Useful Duration @ gvec.hmap RZ.112omp.juntar.lit.prv
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THREAD L.Ll.L EEFLEREFLEFR
E
1

THREAD L.l.32

THREAD L.L.75

THREAD L.Ll.LL2 S

us 4,389 us
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Efficiency Metrics

- Input: hmap_RZ

Percentage(%)

16 28 56 112
Global efficiency 8429 7653 | 55.73 m
-- Parallel efficiency - 84.29 79.69 65.30 39.20
-- Load balance - 89.95 92.59 87.05 56.88
-- Communication efficiency - 93.70 86.07 75.02 68.92
-- Computation scalability - 100.00 96.03 85.34 58.31
I -- IPC scalability - 100.00 96.05 86.05 58.59
-- Instruction scalability - 100.00 99.92 99.78 99.44
-- Frequency scalability - 100.00 100.05 99.39 100.07

-

o

Further analysis:

showed that the load
imbalance was caused
by differences in IPC

dCrosSs processes.

~

J
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) Efficiency metrics - hmap_RZ vs hmap_axisNB

&
Input hmap_RZ hmap_axisNB
NUM THREADS 16 28 56 112 16 28 56 112
Global efficiency - 8429 76.53 22.86 | 0.89 | 0.88 | 0.88 | 0.58
-- Parallel efficiency I 84.29 79.69 65.30 39.20 99.11 99.05 97.77 66.13
-- Load balance - 89.95 92.59 87.05 56.88 99.73 99.38 99.11 83.66

-- Communication efficiency - 93.70 86.07 75.02 68.92 99.37 99.67 98.65 79.04

-- Computation scalability - 100.00 96.03 85.34 58.31
— IPC scalability I 100.00 96.05 86.05 58.59
— Instruction scalability I 100.00 99.92 99.78 99.44 [EEEVS | 1.06 | 1.06 | 1.06

-- Frequency scalability - 100.00 100.05 D940 100.07 101.63 101.01 102.02 100.53




/7\,) Load Balance - Input: hmap_axisNB

=
Parallel functions in useful @ gvec.hmap_axisNB.112omp. juntar.prv.gz
Parallel Eff. 70.41% 71.12% 63.05% 64.45%
- Communication Eff. 99.25% 99.59% 99.61% 99.51%
- Load Balance Eff. 70.94% 71.41% 63.30% 64.77%

( . 1
Further analysis: that all unbalanced regions were caused by
_variations in IPC across processes.
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\f}\:’) Background

e At this point, based on the analysis comparison of both inputs, the code developer
implemented some changes, to improve its performance.

- 100 Input baseline improved
NUM THREADS 16 28 56 112 16 28 56 112
-80
| | | | | | | |
Global efficiency - 98.78 98.77 94.38 96.18 9822.29 8814.66 6805.19 2923.91
- 60 ?j -- Parallel efficiency - 98.78 99°11 96.03 83.99 78.57 68.73 44.10
[7]
g -- Load balance - 99.23 99.54 98.80 90.68 91.07 93.10 69.01
c
- 40 § -- Communication efficiency - 99.55 99.57 97.19 92.63 86.28 73.82 63.91
&
-- Computation scalability - 100.00 99.66 98.28 99.25 11694.6511218.67 9901.93 6629.57
20 -- IPC scalability - 100.00 99:95 99:77 99.04 119.78 114.80 101.59 68.11
-- Instruction scalability - 100.00__100.00 100.00 99.99 9957.53 9952.56 9936.81 9902.55
-0 -- Frequency scalability - 100.0 99.71 98.51 100.22 98.05 98.19 98.09 98.29




) Continuous performance monitoring - Manual Instrumentation

[

®)

[l loop_1

[l modes_loop_3
[l modes_loop_5
[l modes_loop_1

* We used the code annotations they already had implemented in the e
code to plug in TALP DLB. B ot

. . . . . W eval_hmap
* To provide the user with more insight on regions performance. e -
W eval f
[ BaseEval_all
[l log_output
[l EvalForce_modesl finalize
[l minimizer
[l BaseEval
Parallel functions.cl  gvec.hmap_axisNB.28cmp.relwithdebinfo.prv B EvalEnergy
[l sbase
[l modes_loop_4
[ buildPrecond
[l EvalporF_2
[l reduce_solution X1
[l loop_prep_coefs
|l EvalForce
[l modes_loop_6
W eval dof2d s
[l EvalForce_modes3
[l loop_prepare
[l loop_2
[ EvalpoF_1

THREAD 1.1.1

[l Becast_solution X1

[l par_Reduce_D_buf

[l EvalForce_modes2_finalize
[l fbase

[l EvalForce_modes3_finalize
[l Beast_solution X2
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\f) Continuous performance monitoring - TALP Pages

Metrics 8xOpenMP 36x0penMP 72x0penMP

0.65 0.43
0.68 0.48
0.68 0.48

Global Effiency

- Parallel efficiency

- OpenMP Parallel efficiency

— OpenMP Scheduling efficiency
- OpenMP Load balance

— OpenMP Serialization efficiency
- Computation Scalability

- Instructions scaling

- IPC scaling

- Frequency scaling
Useful IPC 1.98 2.04 2.03
Frequency [GHz] 2.25 2.1 1.95
Elapsed time [s] 44.02 14.2 10.85

* With TALP Pages we get performance scaling efficiency tables for every commit like
the one above.



O

(_)) Continuous performance monitoring - Next steps
=

Example from another code:

sos was.  {LIE RN w 2 ton | seectaeregon
; e S e ‘ * Integrate TALP Pages to the
| GitLab CI/CD infrastructure
of GVEC, to provide region
‘ | specific efficiency and
: ; _ execution time evolutions
i~ T across commits.

More examples:
https://tu-dresden.de/zih/das-department/ressourcen/dateien/toolsworkshop/2024 09 1

9-ValentinSeitz.pdf?lang=en
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