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Multimachine Database: a challenge
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Fusion experiments generate vast, heterogeneous, 
multi-modal data across devices with different 
diagnostics, naming conventions, and legacy 
systems.
This fragmentation is a major bottleneck for:

Downstream tasks — AI/ML training, 
control-related tasks, simulations, etc.

Scientific exploitation — Cross-
machine statistics, scaling laws, 
extrapolation to ITER

Reproducibility — Provenance 
tracking, versioned workflows, FAIR 
compliance
Collaborative validation — Expert 
consensus at scale, standardized 
labeling and metadata templates



Disruption Database

EUROfusion Multi-Machine Databases

EuDDB – Disruption Database
Validated multi-machine disruption database 
covering TCV, JET-ILW, AUG, MAST. 
• JET-ILW entire lifecycle: 

~6k disruptions (Ip > 750 kA). 
• TCV: ~4k disruptions (Ip > 50 kA). 
Automated chain-of-events analysis with 
physics precursors, off-normal events, and 
control system alarms & reactions.

L–H Transition Database
TCV public database undergoing 'IMASification' 
to support various EUROfusion activities. 
Unified JET database consolidating predictions 
from various models. Standardized L-H transition 
characterization across devices and automated 
confinement state detection

Pedestal Database
Updated with data from EUROfusion WPTE 
campaigns (RT01, RT02, RT05, RT07, RT08). 
IMAS-ready format for Gateway storage. 
Transformed and mapped to the IMAS data 
model for cross-machine compatibility.
• Automated initial fit and outlier rejection based 

on Gaussian Process Regression (GPR) and 
principled Uncertainty Quantification (UQ)

IMAS Mapping: All databases are being mapped to the IMAS data model via Python APIs. Gateway migration planned 
with 20–50 TB storage in HDF5/Parquet formats. SQL tables with JSON metadata for full IMAS/IDS compatibility.
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Validated multi-machine 
disruption database 
covering TCV, JET-ILW, 
AUG, MAST ~ several 
thousands of disruptions 
validated.
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Conf. state database of ~1k 
discharges including JET & TCV 
experiments. Data-driven models with 
calibrated uncertainty (JET-PPF)
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Pedestal database
Validation for EUROfusion WPTE 
campaigns & IMAS-ready for 
Gateway storage. 
Automated initial fit and outlier 
rejection based on Gaussian Process 
Regression (GPR) and principled 
Uncertainty Quantification (UQ)

Multi-machine databases, main use cases
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https://zenodo.org/records/14996664
https://zenodo.org/records/16631053



DEFUSE a scalable framework for fusion experiment  
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Data Libraries
{...} JSON CONFIG • EVENTS • TOKAMAKS
Symbolic evaluation • Machine dictionaries

Events / Observers
IMP_influx • MHD_mode • MHD_ST
MHD_ELM • MHD_NTM • MHD_ML

BETA_limit • CONF_LH • CONF_HL • … 

Quality Manager
Validation Rules

Optimizer
Grid Search • Bayesian, 

Genetic Algorithms, 
Simulated Annealing,• etc. 

Disruptions
Precursors • TQ/CQ times

Current spikes • VDE
RE • Forces • Termination

Plasma State
Magnetic Configuration, Ip Segments,

Confinement States 

Validation •  shot-level checks Batch Mode
Parallel, Distributed

Interactive
GUI • Dashboards Visualization

Multi-Layer DBMS
Parquet • SQL • MongoDB

HDF5 with field-level versioning

USER Applications

Data Analysis
Queries • DataFrames • Statistics

Languages & Tools
MATLAB / Simulink  •  Python •  C++

Data Mining • Physics Studies
ML / AI  •  Foundation Models

ML-Ready Dataset Export
PyTorch  •  TensorFlow  •  JAX  •  ONNX

NetCDF, Xarray, Zarr, DF generation



Data libraries in DEFUSE
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TOKAMAKS

• Template DATA dictionary
            main source reference for SQL & MongoDB
• Symbolic evaluation

dynamic and abstract representation and 
transformation of data. 

• Data mapping
           Custom plugins (IMAS, etc.)

Data Dictionary



Data libraries in DEFUSE
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EVENTS
Detectors  & Observer

• Dictionaries and Catalogs 
       encoding the description of disruption 
characteristic parameters, off-normal 
events & causes, and  plasma state (main 
discharge segments)



Database entries
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Database entries
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Database entries
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Collaborative Environment for Validation
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Why Collaborative?
Mixture of physics experts
Validation requires device-specific domain expertise. No single 
person can label all events accurately — orchestrated collaborative 
review is essential.

Interactive validation
Automated detectors provide initial labels; experts validate and 
correct through interactive GUIs and SQL-baked dashboards for 
advanced visualization.

User annotation & review
Multiple experts contribute annotations on specific discharges. 
Iterative refinement with versioning ensures long-term database 
quality and traceability.

Integration with DMP-IMAS catalogues  
Web-based dashboards and advanced visualization utilities can be 
integrated with DMP-IMAS catalogues

Interactive Tools for the Community



Outlook: Towards Trustworthy Fusion Data
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Machine-Agnostic Data Curation & Labeling at Scale
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Backup slides



Machine-Agnostic Data Curation & Labeling at Scale

13 Alessandro Pau | E-TASC 2nd Meeting | 12 February 2026

INGEST  Automated loaders from MDSplus / HDF5 / IMAS / UDA with caching

▼

VALIDATE  Quality assessment: gaps, saturation, outliers, SNR, …

▼

PROCESS  Resampling, rescaling, feature extraction with full provenance

▼

LABEL  Automated + expert-validated labels for system states, events, etc. 

▼

EXPORT  ML-ready dataset and efficient data-loaders

Labeling & Curation Strategy

Hybrid model-assisted labeling and validation
Plasma state and events detection framework (MHD-modes, sawteeth, ELMs, 
thermal collapses, off-normal events) provides automated labels. Physics-based 
& data-driven models with configs encoded in data libraries for reproducibility.

Expert validation through GUIs
GUIs for interactive review and correction. Confinement states, L-H transitions, 
disruption event chains validated by domain experts (automated labeling will 
never be perfect, but we can flag what is “suspicious”).

Scalable batch execution
Parallel computation with checkpoint-based batch processing. support. 
Performance: few tens of seconds for full shot characterization.

Standardized output formats
Standardized dataframes with labels. HDF5 with rich metadata. Full traceability 
from raw signal to final label, including the entire data processing pipeline.



Collaborative Environment for Validation
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CI/CD Pipelines

GitLab CI/CD with Jenkins integration. 
Automated build, test (~80% coverage target), 
deployment. Pre-commit validation blocks 
regressions.

Multi-Layer DBMS

SQL (SQLite) relational model for IMAS mapping 
with role-based auth. NoSQL (MongoDB) for 
events & plasma state. JSON1 for nested 
structures.

Parallel Processing

Configurable workers for batch execution. 
Checkpoint-based with merge & recovery. 
Target: <30s/shot for full disruption 
characterization.

Multi-Format I/O
HDF5 (IMAS backend), Parquet/Xarray 
(analytics), NetCDF. Automated table 
generation: DATA, COORD, LABELS, NORM 
variants per shot.

Versioning & Provenance
Shot-level validation with rollback & logging. 
Role-based auth. Field-level provenance 
tracking. Unit testing framework with 
regression detection.

Gateway Migration
Stack migrating to new EUROfusion Gateway. 
20–50 TB storage. IMAS-compliant backend. 
Web service interfaces for collaborative access.
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EUROfusion DDB: Events and Modelling
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REF: [M. Giacomin et al PRL 2022]

1. PSOL dependence of !!"#$
2. !!"#$#%&' ≃ 	2 & !!()#%&'

Density Limit First-Principles Scaling

REF: [A. Pau et al IAEA-FEC 2023] 


