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Goals

● Run ETS 6 with or without PENN and compare (DONE)
● Test different positions of the pedestal position (DONE)

○ We used to set rho_tor_norm = 0.95 before, but database suggests 0.98 (at least for temperature)

● Verification of ETS 5 and ETS 6 (DONE)
● Realistic test case for JET and AUG (NOT DONE)
● Find proper way to handle ion densities (NOT DONE)
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PENN in ETS: Test cases setup

4

Settings for the following test cases:

● Input: g2mporad/jet/96994/808 

● tstart=49.7s, tend=51.7s, dt=0.01s

● plasma composition: e, D,H

● execution: predictive Te, TH, TD; static nD,nH; from quasineutrality ne

● transport: TCIAnalytic: 1.0 m^2/s radially constant for Te, TH, TD

● sources: Gaussian with Power distribution as: 14 MW for e, 14 MW for D, 4 MW for H (32 MW in total)

● Boundary Condition position: 0.85 (normalized rhotor)

Parameter files in ETSwf/param/jet/
param_training_jet_96944_80897_predict_te_ti_penn.txt
param_training_jet_96944_80898_predict_te_ti.txt



Test case 1: Comparison when PENN is active and not active
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Initial profiles 2 seconds after evolution

PENN

PENN



Test case 2: Rhotor scan
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Initial profiles 2 seconds after evolution

PENN is used for all 5 cases, but with different pedestal positions: 0.9, 0.925, 0.95, 0.975, 1.0



Test case 3: Comparison of PENN in ETS 6 and ETS 5
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inputs

Prediction

Output

Input parameters are almost 
identical (fast particles are 
removed from ETS5 
reducing betaN, plasma 
current is slightly lower for 
ETS6)

Prediction values are 
practically identical

Output is slightly different: 
(boundary position is shifted 
(index 83 vs 84), rho_tor 
vector is shifted (one radial 
point), boundary values are 
slightly different)



Test case 3: Comparison of PENN in ETS 6 and ETS 5
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To be done: realistic test case for JET and AUG
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● JET
○ use the same input (96994)
○ try fully predictive (including density) after ion density will be updated
○ use more sophisticated transport model
○ use “realistic” sources

● AUG:
○ decide on the shot 
○ all above as for JET



How to deal with ion density in PENN? (open for discussion)
● We cannot yet predict ion densities in PENN (no ion data in database)

● If we modify the electron edge density, should we adjust the ion edge density in PENN to fulfil 

QN or leave it untouched to be handled by other modules?

● QN calculations in PENN cannot be exact since we only consider main ions in PENN

○ How would we handle impurities if we had access in PENN?

● What if the ion density is predictive but not the electron density? 

○ Could, for instance, use the Ne prediction to calculate Ni at the pedestal top from QN, and 

then use mtanh (as for Te, and Ti) on Ni and force Ne to fulfil QN?

● Things get more complicated when multiple ion species are considered

We must work through the different scenarios and decide on a method before 
interpreting results of the density profiles. This is of highest priority 

10QN - quasineutrality 



Requests (not implemented yet)
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● Ratio between ion and electron temperature to be an array, one element for each ion species

● Different pedestal position for density and temperature

● Optional scaling constant to multiply with neural network predictions:  

○ Te
height

 = ⍺ × NN
Te    

(indirectly affects Ti)

○ Ne
height

 = β × NN
Ne     

The scaling constant can be used, for instance, to apply effective mass 
scalings set by the user: ⍺ = C1 × MC2 (or some other definition)

Here, ⍺ must be calculated before using it in PENN. For the effective 
mass, it is important to remember that the model is mostly trained on 
deuterium dominated plasma: M ~ 2.0 (or slightly below 2.0)



Thanks for listening
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Questions?
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BACKUP



What is PENN?

● A neural network based pedestal prediction tool (trained on JET/AUG pedestal database)

● Able to predict electron pedestal height for temperature and density

● mtanh is used to together with predictions to determine edge profiles

● The extrapolation of mtanh towards the core gives new boundary conditions
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Input parameters

Beta_N (MHD)

I_p (plasma current)

B_0 (toroid field)

R_0 (major radius)

a (minor radius)

Elongation

Upper triangularity

Lower triangularity

P_tot (total power input)

q95

Plasma volume

Neural 
Networks

Output parameters

Te height

Ne height

Normalized rhotor
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Boundary 
condition

PENN prediction

Core slope, 
calculated from 
previous time step

Pedestal width = 0.045 
(mean of database)

Pedestal position, set 
by user (0.98 
recommended since 
mean of database)

Last closed flux surface

Saturation offset 
= 100 eV



What is PENN?

● Prediction accuracy on test set (data not seen during training)
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Upgrading PENN (preliminary results)
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● Idea: predict all pedestal parameters to avoid potential errors from setting parameters manually

● User will be able to choose PENN v.1 or PENN v.2 (names might be updated)

Input parameters

Beta_N (MHD)

I_p (plasma current)

B_0 (toroid field)

R_0 (major radius)

a (minor radius)

Elongation

Upper triangularity

Lower triangularity

P_tot (total power input)

q95

Plasma volume

Neural 
Networks

Output parameters

Te height

Te width

Te Pos

Te slope

Ne height

Ne width

Ne pos

Ne slope

Temperature (keV) Density (10¹⁹ m⁻³)

Normalized rhotor



Upgrading PENN (preliminary results)
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● Another example

Temperature (keV) Density (10¹⁹ m⁻³)

Normalized rhotor

● Note: For time evolutions, it could, for 
instance, be potentially harmful to get 
widely different slope predictions 
between two timesteps

The PENN v.1 approach to use the core 
slope of the previous time step might 
be considered to be more stable

PENN v.2 predictions are useful for 
stationary predictions, and potentially 
the first time step, but we must decide 
which parameters to evolve in time, 
and how to handle each pedestal 
parameter



Quantification of prediction uncertainty
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● We use a committee neural network in our predictions
○ By employing several networks that are initiated uniquely, each will end up at different local cost function 

minimums once they are trained
○ The final prediction becomes the average of the individual predictions of the networks
○ The deviation between the individual predictions can be used to detect uncertainty and extrapolation

● It is easy to spot extrapolation for individual input parameters

● A committee network allows us to detect extrapolation of the relations between the input parameters 

(even for cases where individual parameters are within training range)

 Neural 
NetworksNeural 

NetworksNeural 
NetworksNeural 

NetworksNeural 
NetworksNeural 

Networks

Inputs

Average
DeviationOutputs



Quantification of prediction uncertainty
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● Mean value is straightforward to use

● Which degree of deviation is too much?

 ● During training we normalize input and output data
○ Allows for comparison of standard deviation between different outputs in the normalized space

 
Histograms of standard deviation in normalized outputs of dataset

Te height

Ne height

PENN v.2:
all pedestal 
parameters

Conclusion: For norm standard 
deviations > 0.6, there is reason 
suspect extrapolation and to 
question the reliability of a 
prediction, especially above 
deviation > 1.0

We fabricated an example to 
provoke extrapolation and got a 
normalized deviation: 1.79 for te, 
1.29 for ne


